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1. INTRODUCTION

The advent of largescale collections of annotated data has marked a paradigm shift in the research
community for natural language processing. These corpora, now also common in many languages,
have accelerated development efforts and energilzéne community. Annotation ranges from broad
characterization of documeslevel information, such as topic or relevance judgments (Voorhees and
Harman, 1999; Wayne, 2000) to discrete analysis of a wide range of linguistic phenomena. However,
rich theoretcal approaches to discourse/text analysis (Van Dijk and Kintsch, 1983; Meyer, 1985;
Grosz and Sidner, 1986; Mann and Thompson, 1988) have yet to be applied on a large scale. So far,
the annotation of discourse structure of documents has been applied priityao identifying topical
segments (Hearst, 1997), intsentential relations (Nomoto and Matsumoto, 1999; Ts'eial. 2000),
and hierarchical analyses of smafirpora (Moser and Moore, 1995; Maretial. 1999).

In this paper, we recount our experience in developing a large resource with discourse-level
annotation for NLP research. Our main goal in undertaking this effort was to create a reference corpus
for communitywide use. Two essential considerations from the outset were that the corpus needed to
be consistently annotated, and that it would be made publicly available through the Linguistic Data
Consortium for a nominal fee to cover distribution costs. The paper describes the challenges we faced
in building a corpus of this level of complexity and sc  ope —including selection of theoretical
approach, annotation methodology, training, and quality assurance. The resulting corpus contains 385
documents of American English selected from the Penn Treebank (Maetas. 1993), hierarchically
annotated in te framework of Rhetorical Structure Theory (Mann and Thompson, 1988). In the paper,
we also show how the corpus can be mined in order to study a variety of linguistic phenomena that
range from the role of cue phrases in signaling discourse relations to isss pertaining to highlevel
writing strategies. Our preliminary analysis illustrates the potential of this corpus as a rich new source
of multi -layered discourse information to support multiple lines of research for language
understanding applications.



2. FRAMEWORK

Two principle goals underpin the creation of this discoutagged corpus: 1) The corpus should be
grounded in a particular theoretical approach, and 2) it should be sufficiently large to offer potential
for wide-scale use-including linguistic analysis, training of statistical models of discourse, and other
computational linguistic applications. These goals necessitated a number of constraints to our
approach. We focused on annotating a large corpus of textual material, and did not address the
applicability of our approach to spoken language corpora. The theoretical framework had to be
practical and repeatable over a large set of documents in a reasonable amount of time, with a
significant level of consistency across annotators. Thus, our approadntributes to the community
quite differently from detailed analyses of specific discourse phenomena in depth, such as anaphoric
relations (Garsidet al. 1997) or style types (Leecét al. 1997); analysis of a single text from multiple
perspectives (Mam and Thompson, 1992); or illustrations of a theoretical model on a single
representative text (Britton and Black, 1985; Van Dijk and Kintsch, 1983).

Our annotation work is grounded in the Rhetorical Structure Theory (RST) framework (Mann and
Thompson, 198). We decided to use RST for three reasons:

« ltis a framework that yields rich annotations that uniformly capture intentional, semantic, and
textual features that are specific to a given text.

* Previous research on annotating texts with rhetorical striecttees (Marciet al. 1999) has shown
that texts can be annotated by multiple judges at relatively high levels of agreement. We aimed to
produce annotation protocols that would yield even higher agreement figures.

* Previous research has shown that RST treean play a crucial role in building natural language
generation systems (Hovy, 1993; Moore and Paris, 1993; Moore, 1995) and text summarization
systems (Marcu, 2000); can be used to increase the naturalness of machine translation outputs
(Marcu et al. 2000); and can be used to build essayscoring systems that provide students with
discoursebased feedback (Bursteiret al. 2001). We suspect that RST trees can be exploited
successfully in the context of other applications as well.

In the RST framework, the discourse structure of a text can be represented as a tree defined in
terms of four aspects:

e The leaves of the tree correspond to text fragments that represent the minimal units of the
discourse, calleglementary discourse units

* The internal nodes of thizee correspond to contiguous tesgians

» Each node is characterized by its nuclearity —a nucleus indicates a more essential unit of
information, while a satellite indicates a supporting or background unit of information.

* Each node is characterized by a rhetorical relation that holds between two or more non -
overlapping, adjacent text spans. Relations can be intentional, semantic, or textual in nature.

Below, we describe the protocol that we used to build consistent RST annotations.
2.1 Segmenting Textdanto Units

The first step in characterizing the discourse structure of a text in our protocol is to determine the
elementary discourse units (EDUSs), which are the minimal building blocks of a discourse tree. Mann
and Thompson (1988, p. 244) state that “RST prdes a general way to describe the relations among
clauses in a text, whether or not they are grammatically or lexically signalled.” Yet, applying this
intuitive notion to the task of producing a large, consistently annotated corpus is extremely difficult,
because the boundary between discourse and syntax can be very blurry. The examples below, which



range from two distinct sentences to a single clause, all convey essentially the same meaning,
packaged in different ways:

1. [Xerox Corp.’s thirdquarter net inome grew 6.2% on 7.3% higher revenue.] [This earned mixed
reviews from Wall Street analysts.]

2. [Xerox Corp’s thirdquarter net income grew 6.2% on 7.3% higher revenue,] [which earned mixed
reviews from Wall Street analysts.]

3. [Xerox Corp’s thirdquarter neincome grew 6.2% on 7.3% higher revenue,] [earning mixed
reviews from Wall Street analysts.]

4. [The 6.2% growth of Xerox Corp.’s thirdjuarter net income on 7.3% higher revenue earned mixed
reviews from Wall Street analysts.]

In Example 1, there is a conseegutial relation between the first and second sentences. Ideally, we
would like to capture that kind of rhetorical information regardless of the syntactic form in which it is
conveyed. However, as examples-2 illustrate, separating rhetorical from syntact analysis is not
always easy. It is inevitable that any decision on how to bracket elementary discourse units necessarily
involves some compromises.

Reseachers in the field have proposed a number of competing hypotheses about what constitutes an
elementay discourse unit. While some take the elementary units to be clauses (Grimes, 1975; Givon,
1983; Longacre, 1983), others take them to be prosodic units (Hirschberg and Litman, 1993), turns of
talk (Sacks, 1974), sentences (Polanyi, 1988), intentionally detd discourse segments (Grosz and
Sidner, 1986), or the “contextually indexed representation of information conveyed by a semiotic
gesture, asserting a single state of affairs or partial state of affairs in a discourse world,” (Polanyi,

1996, p.5). Regardss of their theoretical stance, all agree that the elementary discourse units are non
overlapping spans of text.

Our goal was to find a balance between granularity of tagging and ability to identify units
consistently on a large scale. In the end, we sbdhe clause as the elementary unit of discourse, using
lexical and syntactic clues to help determine boundaries:

5. [Although Mr. Freeman is retiring,] [he will continue to work as a consultant for American
Express on a project basigs] 1317

6. [Bond Corp.,a brewing, property, media and resources company, is selling many of its ageets] [
reduceits debts.]s; os30

However, clauses that are subjects, objects, or complements of a main verb are not treated as
EDUs:

7. [Making computers smaller often meansacrificing memory.Jusj »3s7
8. [The company’s current management found itdetfked into this,” he said.}isj 1103

Relative clauses, nominal postmodifiers, or clauses that break up other legitimate EDUs, are
treated as embedded discourse units:

9. [The results undescore Sears’s difficulties]ii implementing the “everyday low pricing”
Strategy. . -]wsj_llOS

10. [The Bush Administration][trying to blunt growing demands from Western Europe for a
relaxation of controls on exports to the Soviet blog] [is questioning...}s; 226

! In this example, The Bish Administration is questionings actually a single EDU, interrupted by the embedded discourse
unit, trying to blunt...Using the annotation tool, theame-uUNIT relation is selected to group the two parts of the unit back
together.



Finally, a small number of phrasal EDUs are allowed, provided that the phrase begins with a strong
discourse marker, such &gcause, in spite of, as a result of, according\We opted for consistency in
segmenting, sacrificing some potentially discegrelevant phrases in the process.

2.2 Building up the Discourse Structure

Once the elementary units of discourse have been determined, adjacent spans are linked together
via rhetorical relations, creating a hierarchical structure. Relations may be mononucle  ar or
multinuclear. Mononuclear relations hold between two spans and reflect the situation in which one
span, the nucleusjs more salient to the discourse structure, while the other span, the satellite,
represents supporting information. Multinuclear retéons hold among two or more spans, each of
which has equal weight in the discourse structure. A total of 53 mononuclear and 25 multinuclear
relations were used for the tagging of the RST Corpus. The final inventory of rhetorical relations is
data driven, and is based on extensive analysis of the corpus. Although this inventory is highly
detailed, annotators strongly preferred keeping a higher level of granularity in the selections available
to them during the tagging process. More extensive analysis of the  final tagged corpus will
demonstrate the extent to which individual relations that are similar in semantic content were
distinguished consistently during the tagging process. Although our corpus contained a number of
different genres (e.g., editorials, teers and informative articles), applicability of this relation set to a
broader range of genres may give rise to the need for addition rhetorical relations.

The 78 relations used in annotating the corpus can be partitioned into 16 classes that share some
type of rhetorical meanirfg

¢ Attribution: attribution, attributionnegative

¢ Background:mbackground, circumstance

» Cause:cause, result, consequence

¢ Comparison:comparison, preference, analogy, proportion

e Condition: condition, hypothetical, contingencytterwise

* Contrast:contrast, concession, antithesis

« Elaboration: elaboration -additional, elaboration-generalspecific, elaboration-partwhole,
elaborationprocessstep, elaboration -objectattribute, elaboration -setmember, example,
definition

* Enablementpurpose, enablement

e Evaluation:evaluation, interpretation, conclusion, comment

* Explanation:evidence, explanaticargumentative, reason

¢ Joint: list, disjunction

¢ MannerMeans:manner, means

* TopicCommentproblem -solution, question-answer, statemerirespons, topic -comment,
commenitopic, rhetoricalquestion

¢ Summarysummary, restatement

¢ Temporal:temporatbefore, temporahfter, temporakametime, sequence, invertesequence

¢ Topic Changetopic-shift, topic-drift

In addition, three relations are used tmpose structure on the tree: textuatganization, span, and
sameunit (used to link parts of units separated by an embeddedaursipan).

2 Many relations includevariants based on nuclearity assignment, which are not included here. The complete list of relations
can be viewed in the tagging guidelines (Carlson and Marcu, 2001).



3. DISCOURSE ANNOTATION TASK

Our methodology for annotating the RST Corpus builds on prior corpus work in the Rhetorida
Structure Theory framework by Marcuet al. (1999). Because the goal of this effort was to build a
high-quality, consistently annotated reference corpus, the task required that we employ people as
annotators whose primary professional experience was sdhea of language analysis and reporting,
provide extensive annotator training, and specify a rigorous set of annotation guidelines.

3.1 Annotator Profile and Training

The annotators hired to build the corpus were all professional language analysts with prior
experience in other types of data annotation. They underwent extensive hamttaining, which took
place roughly in three phases. During the orientation phase, the annotators were introduced to the
principles of Rhetorical Structure Theory and the disceetagging tool used for the project (Marcu et
al., 1999). The tool enables an annotator to segment a text into units, and then build up a hierarchical
structure of the discourse. In this stage of the training, the focus was on segmenting hard copydext
into EDUs, and learning the mechanics of the tool.

In the second phase, annotators began to explore interpretations of discourse structure, by
independently tagging a short document, based on an initial set of tagging guidelines, and then
meeting as a goup to compare results. The initial focus was on resolving segmentation differences,
but over time this shifted to addressing issues of relations and nuclearity. These exploratory sessions
led to enhancements in the tagging guidelines. To reinforce new ru les, annotators retagged the
document. During this process, we regularly tracked intemnotator agreement (see Section 4.2). In
the final phase, the annotation team concentrated on ways to reduce differences by adopting some
heuristics for handling highrdevels of the discourse structure.

Wiebe etal. (1999) presents a methodology for improving inter  -coder reliability using
automatically generated, biamrrected tags. It is likely that Wiebe's method could be used to improve
the reliability of our annctations as well. However, applying this method in our context would have
been by no means a trivial process. The annotation task considered by \Wiethg1999) consisted in
labelling as “objective” or “subjective” a sample of independently generatedisraes. In contrast, in
our task, the examples were not independent. Decisions made by an annotator at a given step affected
the decisions made at subsequent steps of the annotafionmethodology for determining the “best”
guidelines was much more of aonsensubuilding process, taking into consideration multiple factors
at each step. The final tagging manual, about 80 pages in length, contains extensive examples from the
corpus to illustrate text segmentation, nuclearity, selection of relations, and discourse cues. The
manual can be downloaded from the following web sh#p://www.isi.edu/~marcu/discourse.

The actual tagging of the corpus progressed in three developmental phases. During the initial phase
of about four months, the team created a preliminary corpus of 100 tagged documents. This was
followed by a onemonth reassessment phase, during which we measured consistency across the group
on a select set of documents, and refined the annotation rules. At this point, we decided to proceed by
pre-segnenting all of the texts on hard copy, to ensure a higher overall quality to the final corpus.

Each text was presegmented by two annotators; discrepancies were resolved by the author of the
tagging guidelines. In the final phase (about six months) all 1afbcuments were retagged with the
new approach and guidelines. The remainder of the corpus was tagged in this manner.

3.2 Tagging Strategies

Annotators developed different strategies for analyzing a document and building up the
corresponding discourse tre€here were two basic orientations for document analysisard copy or
graphical visualization with the tool. Hard copy analysis ranged from jotting of notes in the margins to
marking up the document into discourse segments. Those who preferred a graphicalorientation



performed their analysis simultaneously with building the discourse structure, and were more likely to
build the discourse tree in chunks, rather than incrementally.

We observed a variety of annotation styles for the actual building of a disase tree. Two of the
more representative styles are illustrated below.

1. The annotator segments the text one unit at a time, then incrementally builds up the discourse tree
by immediately attaching the current node to a previous néiken building the treén this
fashion, the annotator must anticipate the upcoming discourse structure, possibly for a large span.
Yet, often an appropriate choice of relation for an unseen segment may not be obvious from the
current (rightmost) unit that needs to be attachEdat is why annotators typically used this
approach on short documents, but resorted to other strategies for longer documents.

2. The annotator segments multiple units at a time, then builds discourséreab for each sentence.
Adjacent sentences are thenKked, and larger sulirees begin to emerge. The final tree is
produced by linking major chunks of the discourse structdieis strategy allows the annotator to
see the emerging discourse structure more globally; thus, it was the preferred approactgéor lo
documents.

Consider the text fragment below, consisting of four sentences, and 11 EDUSs:

[Still, analysts don’t expect the buy-back to significantly affect per-share earnings in the short
term.J'* [“The impact won'’t be that great,”’ [said Graeme Ligierwood of First Boston Corp‘§ [This
is in part because of the effect]'® [of having to average the number of shares outstanding?f [she
said.F* [In addition,]*?[Mrs. Lidgerwood said,f* [Norfolk is likely to draw down its cash initially] >
[to financethe purchase$] [and thus forfeit some interest income.}s; 1111

The discourse subree for this text fragment is given in Figure Wsing Style 1 the annotator, upon
segmenting unit [17], must anticipate the upcoming examplerelation, which spans units [17 -26].
However, even if the annotator selects an incorrect relation at that point, the tool allows great
flexibility in changing the structure of the tree later on.

Using Style 2, the annotator segments each sentence, and builds up correspondingsebks for
spans [16], [17-18], [19-21] and [22 -26]. The second and third sub-trees are then linked via an
explanationargumentativerelation, after which, the fourth sub -tree is linked via an elaboration
additionalrelation. The resulting span [126] is finally attached to node [16] as axamplesatellite.
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Figure 1. Discourse sultree for multiple sentences

4. QUALITY ASSURANCE

A number of steps were taken to ensure the quality of the final discourse corpus. Thasslved
two types of tasks: checking the validity of the trees and tracking iaterotator consistency.

4.1 Tree Validation Procedures

Annotators reviewed each tree for syntactic and semantic validity. Syntactic checking involved
ensuring that the tree had asingle root node and comparing the tree to the document to check for
missing sentences or fragments from the end of the text. Semantic checking involved reviewing
nuclearity assignments, as well as choice of relation and level of attachment in the tieeeéds were
checked with a discourse parser and tree traversal program which often identified errors undetected by
the manual validation process. In the end, all of the trees worked successfully with these programs.

4.2 Measuring Consistency

We tracked interannotator agreement during each phase of the project, using a method developed
by Marcu et al. (1999) for computing kappa statistics over hierarchical structures. The kappa
coefficient (Siegel and Castellan, 1988has been used extensively in previous enifical studies of
discourse (Carlettzt al. 1997; Flammia and Zue, 1995; Passonneau and Litman, 1997). It measures
pairwise agreement among a set of coders who make category judgments, correcting for chance
expected agreement. The method described in Maret al. (1999) maps hierarchical structures into
sets of units that are labeled with categorial judgments. The strengths and shortcomings of the
approach are also discussed in detail there. Researchers in content analysis (Krippendorff, 1980)



suggest thawvalues of kappa > 0.8 reflect very high agreement, while values between 0.6 and 0.8
reflect good agreement.

Table 1 shows average kappa statistics reflecting the agreement of three annotators at various
stages of the tasks on selected documents. Diffetesets of documents were chosen for each stage,
with no overlap in documents. The statistics measure annotation reliability at four levels: elementary
discourse units, hierarchical spans, hierarchical nuclearity and hierarchical relation assignments.

The results of Table 1 show significant improvement over time at all levels of annotation. At the
unit level, the initial (April 00) scores and final (January 01) scores represent agreement on blind
segmentation, and are shown in boldface. The interim Juneldadember scores represent agreement
based on hard copy presegmented texts. In these cases, two annotators independently segmented a
hard copy of each document into EDUs. Discrepancies were resolved by the annotation team leader,
and a “gold standard” anntated hard copy was produced. This version was given to the annotator (or
annotators, for double-tagged documents) responsible for building the discourse tree for that
document. Notice that even for these presegmented documents, agreement at the unit levie not
100% perfect, ranging from .95 to 1.00, because of human errors that were introduced when
transferring the segmentation from hard copy into the annotation tool. A typical example of such an
error would be inserting a unit boundary before an a@fesentence quotation mark or period. As Table
1 shows, all levels demonstrate a marked improvement from April to November (when the final
corpus was completed), ranging from about 0.77 to 0.92 at the span level, from 0.70 to 0.88 at the
nuclearity level, ad from 0.60 to 0.79 at the relation level. In particular, when relations are combined
into the 16 rhetorically related classes discussed in Section 2.2, the November results of the annotation
process are extremely good. The FewerRelations Column shows theimprovement in scores on
assigning relations when they are grouped in this manner, with November results ranging from 0.78 to
0.82 over the three pairs of annotators. In order to see how much of the improvement had to do with
pre-segmenting, we asked theame three annotators to annotate five previously unseen documents in
January, without reference to a preegmented document. The results of this experiment are given in
the last row of Table 1, and they reflect only a small overall decline in performance from the
November results. These scores reflect very strong agreement and represent a significant improvement
over previously reported results on annotating multiple texts in the RST framework (Marcuet al.

1999).

Tablel. Inter-annotator agreement periodic results for three taggers

Taggers Units Spans  Nuclearity Relations Fewer  No. of Docs Avg. No.
Relations EDUs
A B E 0.874407 0.772147 0.705330 0.601673 0.644851 4 128.750000
(Apr 00)
A /B, E 0.952721 0.844141 0.78589 0.708932 0.739616 5 38.400002
(Jun 00)
AE 0.984471 0.904707 0.835040 0.755486 0.784435 6 57.666668
(Nov 00)
B,E 0.960384 0.890481 0.848976 0.782327 0.806389 7 88.285713
(Nov 00)
A B 1.000000 0.929157 0.882437 0.792134 0.822910 5 58.200001
(Nov 00)
A B, E 0.971613 0.899971 0.855867 0.755539 0.782312 5 68.599998
(Jan 01)

Table 2 reports final results for all pairs of taggers who dowalenotated four or more documents,
representing 30 out of the 53 documents that were dothlgged. Results are based presegmented
documents.



Our team was able to reach a significant level of consistency, even though they faced a number of
challenges which reflect differences in the agreement scores at the various levels. While operating
under the constraints typical & any theoretical approach in an applied environment, the annotators
faced a task in which the complexity increased as support from the guidelines tended to decrease.
Thus, while rules for segmenting were fairly precise, annotators relied on heuristics ntggng more
human judgment to assign relations and nuclearity. Another factor is that the cognitive challenge of
the task increases as the tree takes shape. It is relatively straightforward for the annotator to make a
decision on assignment of nuclearity ad relation at the inter-clausal level, but this becomes more
complex at the intesentential level, and extremely difficult when linking large segments.

This tension between task complexity and guideline urdpecification resulted from the practical
appication of a theoretical model on a broad scale. While other discourse theoretical approaches posit
distinctly different treatments for various levels of the discourse (Van Dijk and Kintsch, 1983; Meyer,
1985), RST relies on a standard methodology to ayrd the document at all levels. The RST relation
set is rich and the concept of nuclearity, somewhat interpretive. This gave our annotators more leeway
in interpreting the higher levels of the discourse structure, thus introducing some stylistic difference
which may prove an interesting avenue of future research.

Table2. Interannotator agreementfinal results for six taggers

Taggers Units Spans  Nuclearity Relations Fewer  No. of Docs Avg. No.
Relations EDUs

B,E 0.960384 0.890481 0.848976 0.782327 0.806389 7 88.285713

AE 0.984471 0.904707 0.835040 0.755486 0.784435 6 57.666668

A B 1.000000 0.929157 0.882437 0.792134 0.822910 5 58.200001

AC 0.950962 0.840187 0.782688 0.676564 0.711109 4 116.500000

AF 0.952342 0.77753 0.694634 0.597302 0.624908 4 26.500000

A, D 1.000000 0.868280 0.801544 0.720692 0.769894 4 23.250000

5. CORPUS OVERVIEW

The RST Corpus consists of 385 Wall Street Journal articles from the Penn Treebank, representing
over 176,000 words of text. In order to measure interannotator consistency, 53 of the documents
(13.8%) were doubktagged. Various other characteristics of the corpus are reported below:

* The documents range in size from 31 to 2124 words, with an average of 458.14 words per

document.

» Thefinal tagged corpus contains 21,789 EDUs (excluding the dotddged documents).

» The average number of EDUs per document is 56.59. The shortest discourse tree contains two

EDUs, while the longest has 304 EDUs.

* The average number of words per EDU is 8.1.

The articles range over a variety of topics, including financial reports, general interest stories,
businesgelated news, cultural reviews, editorials, and letters to the editor. In selecting these
documents, we partnered with the Linguistic Data Consantito select Penn Treebank texts for which
the syntactic bracketing was known to be of high caliber. Thus, the RST Corpus provides an additional
level of linguistic annotation to supplement existing annotated resources.

For details on obtaining the corpus, annotation software, tagging guidelines, and related
documentation and resources, skep://www.isi.edu/~marcu/discourse.



6. MINING THE RST CORPU S

A growing number of groups have developed or are developing discoursgnotated corpora for
text. These can fe characterized both in terms of the kinds of features annotated as well as by the
scope of the annotation. Featuresay include specific discourse cues or markers, coreference links,
identification of rhetorical relations, etc. The scope of the annotatiaefers to the levels of analysis
within the document, and can be characterized as follows:

» sentential:annotation of features at the intsentential or intessentential level, at a single level of
depth (Sundheim, 1995; Tsai al. 2000; Nomoto and Mtsumoto, 1999; Rebeyrolle, 2000).

« hierarchical: annotation of features at multiple levels, building upon lower levels of analysis at the
clause or sentence level (Moser and Moore, 1995; Matcal. 1999)

» documenievel: broad characterization of documentstructure such as identification of topical
segments (Hearst, 1997), linking of large text segments via specific relations (Ferrari, 1998;
Rebeyrolle, 2000), or defining text objects with a text architecture (Pétyodley and Rebeyrolle,
1998).

As a hierarchical type, the RST Corpus is a rich resource that records an extensive and intricate
human interpretation of each text, governed by detailed annotation guidelines. This interpretation
lends itself to analysis at many different levels. Below we illus&raiur own preliminary mining of the
corpus at the leaflevel, textlevel and mid-level. These sample analyses show how the RST Corpus
can accelerate and enrich computational analysis of discourse structure, because the researcher can
extract and exploit ta metalanguage of the RST theory.

6.1 Leaf-Level Analysis: Comparison of Discourse Markers

Discourse markers have been the subject of a wide range of research both in theoretical (Halliday
and Hasan, 1976; Schriffrin, 1987; Martin 1992) and computational lin guistics (Hirschberg and
Litman, 1987; Litman, 1996; Knott, 1995; Di Eugenio, Moore, and Paolucci, 1997; Marcu 2000).

Though online corpora have facilitated empirical investigations of the role of discourse markers in
text analysis and generation, nonétbe previous empirical work could take advantage of a corpus as
rich as the one we built —many empirical analyses were carried out with no access to hierarchical
annotations of underlying texts (Knott, 1995; Marcu 2000) or with access to a relativelyamorpus
of hierarchically annotated structures (Di Eugenio, Moore, and Paolucci, 1997).

Having the RST Corpus already annotated and interpreted by human analysts allows the
computational linguist to perform a metalevel analysis of discourse cues in muiple contexts. We
examined two discourse markerssinceand as to explore their distribution in the RST -annotated
corpus. The metalanguage of the corpus gave us ready access to information about frequency,
rhetorical relation, nuclearity, and other asgts of these cues. Table 3 summarizes the distribution of
these cues in the training corpus (347 documents; 157,930 words).

Table3. Comparison of discourse markesisiceandas

since as
# of occurrences of word in training carg 128 730
# of occurrences that trigger discourse relation 42 240
# of different relations selected 10 25

Nuclearity of discourse marker:
# in nucleus (mononuclear case) 11 9
#in satellite 35 205
# in nucleus (multinuclear case) 6 26

Position ofdiscourse marker:

# in first span of relation 14 48

# in second span of relation 28 192



since as

Scope of relation:

# of interclausal 36 225
# of intersentential 3 10
# of multi-sentential 3 5

The information extracted reveals a number of propertiéshese markers. The first observation is
that relative to the frequency of these words in the corpus, they only triggered a discourse relation in
about one third of the cases. This is becauseasand sincewere not always factors in relating two
EDUs, asdefined in our annotation guidelines. Instead, the terms frequently performed a function at
the propositional level, rather than the discourse level. For example:

e The term since often appeared in a temporal phrase: “..., says Scott C. Newquist, Kidder'sfhead
investment banking since June.” (wsj_0604)

* The termasoften occurred as a phrasal complement of a main verb: “to serve, among other things,
as the court of last resort for most patent disputes.” (wsj_0601)

A second observation is that these markergger a large number of different rhetorical relations, with
astriggering a much broader range of relations thasince® A breakdown of the distribution of these
markers across the inventory of rhetorical relations is shown in Table 4. Thirdly, Table JosVs that
when these terms did appear as discourse markers, they occurred a majority of the time in the satellite
(83% for since 85% for as), and in the second span of the relation (67% fsince 80% for as). Most
significantly, we documented that theseiscourse markers almost always triggdocal relations: for
since,86% of the cases are intetausal, and, foas 94%.

In short, our initial analysis of a number of factordrequency of occurrence, triggers for discourse
relation, types of relation selected, scope of relation across multiple EDUs, nuclearity and span
position —demonstrated a limited, and rather local, discourse function for since and as. In the
following two sections, we illustrate how we exploit the meta-language of the annotated disourse
trees to examine the higher and middle levels of the discourse structure.

Table4. Comparison of relations triggered by discourse mark@rseandas

Relation Name Frequency fosince Frequency foas
analogy 8
antithesis 1 1
attribution 18
background 1
causeresult 2
circumstance 14 69
comment 5
comparison 24
concession 1
conclusion 1

condition 5
consequence 1 9
consequencs 3
contingency 2
elaboratioradditional 1 15
evaluatiors 1
evidence 1
example 1
explanatiorargumentative 3 10
interpretatiors 1
list 4
manner 10
means 1

3 For this preliminary analysis, all cases of asthat triggered discourse relations wee counted, including the following
phrasalsas long as, as soon as, as if, as a result



Relation Name Freqguency fosince Frequency foas

reason 5 1
result 1 18
sequence 4 1
temporalafter 7

temporalbefore 1
temporalsametime 26
topic-drift 1

spurious 3 1

6.2 Text-Level Analysis: Conparison of Trees for Different Styles of News
Reports

There are few community resources available that capture textevel characteristics aside from
genre or register, as in the Lancast€slo/Bergen Corpus (Garsidet al. 1987; Biber et al. 1998), or
topic identification, as in the TDT Corpus (Wayne, 2000). The RST Corpus, in contrast, presents a
multi-level discourse representation of the entire rhetorical structure of each document. The highest
level of a discourse tree depicts the organization of the t¢ and serves as a rhetorical outline. This
view of the document is constrained by a finite set of rhetorical relations, the use of which is governed
by the annotation guidelines. The tree may be viewed graphically at varying levels of depth. At the
most stract level, the tree provides a ndéexical or rhetorical summary of the content defined by the
relations and hierarchical branching structure. Zooming in on any norleaf node reveals concrete
details of the rhetorical structure.

We selected three repsentative styles of news texts for comparison of tésstel characteristics. In
each figure, the upper pane of the RST Structurer tool displays the highest level of a text and the lower
pane presents a portion of the text (with EDU boundaries marked)dbatsponds to text spans in the

tree.
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Good grief!<l> Charlie Brown is selling ont.<2>»

Those Metropolitan Life ads were bad enough.<3>

But now, Charlie Brown is about to start pitching everything from Chex Party Mix to light bulbs.<4>

Why is he cashing in now?<5>

Turns out that next year, Charlie Brown, Snoopy and the gang turn 40 <6>—- and Scripps Howard’s United Media u
nit, the syndicator and licensing agent for Charles Schulz’'s comic strip, sees a bonanza in licensing the cart
oon characters to a bevy of advertisers for ads, tie-ins and promotions.<7>

"Peanuts has become a major part of American culture,” <8>says Peter Shore, United Media's wice president of m
arketing and licensing.<9>

The comic strip "has a magical, everlasting guality about it.<10>

our plan is to honor Charles Schulz and the strip all year long."<11l>»

The effort will make the Peanuts gang very familiar pitchmen in 1990.<12>
General Electric plang to use the characters <13>to plug ites Miser light bulb.<14>»
Teleflora will run TV ade at Valentine’'s Day <l5»promoting its "Snoopy’ s Love Bouguet."<l6> Ralgton Purina wil

Figure 2. Top Level Discourse Tree for Document #1193: highly structured with topic shifts

Topfc- Shift
TextualOrganization T alOrganiz dkan T alOrganiz dkan T alOrganiz dban
Title Text Title Text Title Text Title Texd
(33) (53) (63)
Berry Rejoins RJR Taps Ad Motes. ...
imment-Tol Topic-Drift WPP Group FCB/Leber
) B]
ariefl Charlie Brown is &|aboration-additional
selling out. e
= I = A

Document #1193 (Figure 2) is a good example of a highly structured documerbmposed of a
series of news briefs with clearly marked headings and sections. The rhetorical relalioRIC-SHIFT
links the sub-sections of the document, each of which is actually a separate news story. At the

subsequent level, each story contains ®ITLE and TEXT section —these labels are schemata, which
refer to structural elements of the organization of the text. Schemata are associated with individual
nodes in the discourse structure of a text, and represent an annotation level that is indepeniiaet o
rhetorical relations.Schemata do not reflect relations between text spans, but rather characterize a

functional role of an individual text spahe TEXTUAL-ORGANIZATION relation is used to link two or

more spans labelled as schemata.
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elling on the spot market for around $1.47 a thousand cubic feet, down 13% from $1.69 a thousand cubic feet a year
JShome/nac/Tmecarls /TREES-ANALYSIS /ws]_2325.0ut

Y
The oil industry’s middling profits could persist through the rest of the year.<l> I

Major o0il companies in the next few days are expected to report much lesg robust earnings <2>than they did for
the third quarter a year ago,<3> largely reflecting deteriorating chemical prices and gasoline profitability.
<4

The gasoline picture may improve this guarter,<5»> but chemicals are likely to remaln weak,<6> industry executi
ves and analysts say, <7» reducing chances <8>that profits could egual their year-carlier performance.<9»

The industry is "seeing a softening somewhat in volume and certainly in price in petrochemicals," <10>Glenn Co

%, president of Phillips Petroleum Co., =aid in an interview.<1l1> "That change will cbvicusly impact third and
fourth guarter earnings" for the industry in general,<12> he added.<13>

He didn’t forecast Phillips’s results.<l4>

But securities analyste say <15>Phillips will be among the companies hard-hit by weak chemical prices<lé> and
will probably post a drop in third-guarter earnings.<17>
20, too,<18>» many analyste predict,<l1%> will Exxon Corp., Chevron Corp. and Amoco Corp.<20> v

Figure 3. Top Level Discourse Tree for Document #2325: Summary lead followed by supporting details

Document #2325 (Figure 3) typifies the journalistic practice of a business news article with an
initial summary lead followed bysupporting details. This style is representative of a larger portion of
the corpus than Document #1193. Here the text is formed by a series of successive text spans that
elaborate on the summary sentence. The high level snapshot shows how the text is eulinko text
segments that expand upon the content at different levels.
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where the roadway collapsed.
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She lives in Qakland, a community<Zl4> hit hard by the earthguake.<215> Y
She didn’t have hot water for five days.<Z2lé>
The apartment<Zl7> she shares with a 12-year—-ocld daughter and her sister
<218>was rattled, <219> books and crystal hit the floor,<220> but nothing was severely
damaged.<221>
Her sister, Cynthia, wishes<222> Toni had a different Jjob.<223>
"We worry about her out there," <224>Cynthia says.<225>
Last sunday, Msz. Johnszon finally got a chance <228>to water her plants,<227> but stopped abruptl
v.w228%
"I realized<229> I couldn’'t waste this water<230> when there are people
in Watsonville <231>who don’t have fresh water<232> to drink."<233>»
She hasn’t played any music <234»since the earthguake hit,<235> out of
rezpect for those <236>who died on Interstate 880 <237>where the roadway collapsed.<238>

(]

Figure 4. Top Level Discourse Tree for Document #file3: less structured, with topic drifts

The high-level discourse structure of Document #fil e3 (Figure 4) outlines a document that
illustrates aTOPIC-DRIFT style: A humarrinterest story is woven around an expository text detailing
the impact of the San Francisco earthquake on the insurance trade. The text begins with antbe
scene descriptiomf an insurance claims adjuster assessing damages to a house destroyed by the San
Francisco earthquake, switches to a general description of the impact on the insurance trade, and then
returns to the personal experience of the adjuster. The document is a mixture of expository and
narrative styles, which taxes the annotator because of its lack of overt structure.

We believe that the RST Corpus can support the discovery of new lines of inquiry at the text level.
The RST Corpus enables the researcher to intay the mechanisms used to organize the text at the
highest level within the context of a single theory. It is available for exploring rhetorical strategies for
generating text, discovering the degree of variation in text organization, and comparing RE&dther
theoretical approaches for representing the Higlel rhetorical structure of documents.

6.3 Mid -Level Analysis: Examination of Relations

We define the midlevel discourse structure to be any mutsentential segment of the text that is
captured by a particular rhetorical relation, but is not dominated directly by the root node or a
TEXTUAL ORGANIZATION relation.

Taking a second look at the documents characterized at the text level in Section 6.2, the reader will
notice the frequent use of ELABORATION-ADDITIONAL as a rhetorical devic e for organizing large



segments of the document at the upper middle level of the discourse. This occurs in all three of the text
styles described. Although the total inventory of relations is quite extensive, one of the mos  t
frequently occurring relation sets in the RST Corpugiaboration(see Section 2.2), because a typical
rhetorical strategy is for the writer to expand on the previous context. Thus, the relation
ELABORATION-ADDITIONAL became a de facto default whenevamore semantically marked relation

did not fit the context.

There are, however, numerous occurrences of other mubientential rhetorical relations that are
characteristic of the midlevel of the discourse. A brief investigation of two very different types of
rhetorical relations- LIST andINTERPRETATION— will illustrate to the reader the potential utility of the
corpus for analysis at the milével of the discoursé.

In the corpus annotation guidelines, & IST relation is defined as “a multinuclear rdation whose
elements can be listed, but which are not in a comparison, contrast or other, stronger type of
multinuclear relation. ALIST relation uswally exhibits some sort of parallel structure between the units
involved in the relation.” Automatic idetification of a LIST structure is trivial when the elements are
enumerated or signalled by some other overt formatting characteristic such as indentation. However,
very often in the corpus, &IST relation was apparent to the annotator because of somecx$qarallel
syntactic or semantic structure between the units of the text, as in Figure 5. Here, theT structure
was selected because of several features which, taken together, create a complextparsitelture:

1. Each element of theIST presentone example of contrast between two executives, eames
across as a lowkey executives. has a flashier personality

2. EachCoNTRASTrelation in theLIST is structured as a compound sentence with the elements
separated by a sersblon; both conjoins cotain a single clause in the active voice.

3. The namedr. RomanandMr.Phillips occur in a parallel manner in the two listed elements, each
as the subject of one of the two conjoins, and in the same order for both items inghe

Either branch of this sub-tree illustrates how parallel structures form a cohesive device (Halliday
and Hasan, 1976). Together, they create a parallel text substructure. We have observed that this
phenomenon occurs not only with tHasT relation, but also with other multinucleaelations, such as
PROBLEM-SOLUTION, QUESTIONANSWER CONTRAST, and so on. The rich and varying set of such
examples explicitly annotated in the corpus creates an opportunity to explore the phenomenon of
textual parallelism, with potential application t@rious language processing applications, such as text
generation or machine translation.

4 Analysis at this level is analogous to research conducted on a range of discourse phenomena, such as anaphoric relations
(Garsideet al. 1997), or speech and dial@gts (Levinet al. 1998).
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Mr. Roman alsoc brushed aside reports about infighting between him and Mr. Phillips, his
successor at Ogilvy.<B80>
The two executives could hardly be more different.<81>
Mr. Roman cCcomes acrogge as a low-—-key executive; <82>Mr. Phillips has a flashier personali [~
ty.<83>
During time off, Mr. Roman tends to his garden; <84>Mr. Phillips confesses to a fondness
for, among other things, fast cars and planes.<85>
HIndustry executives say <86>that <«<87ralthough the two executives used to clash more freqg
Tmant T KRR +ha WPD + albaocsiras s oo ht tham ~1lhcaer tocathar RGN

Figure5. LisT relation with parallel syntactic and semantic structure

Another insight into analysis of the midlevel discaurse structure comes from the discovery that
subjective relations such asINTERPRETATIONare interspersed throughout the RST Corpus, which
consists primarily of expository news texts. Surprisingly, even when annotators disagree on the
specific nature of te subjective relatiot) they consistently and easily identify the segments of the text
that are subjective in nature. Below is a sample text fragment from Document #0628, which contains
numerous subjective passages, two of which are shown here in italics:

Machine tool executives are hopeful, however, that recent
developments in Eastern Europe will expand markets for U.S.
machine tools in that region.

- made

There is demand for state - of - the - art machine tools in the Soviet
Union and in other Eastern European ¢ ountries as those nations
strive to improve the efficiency of their ailing factories as well

as the quality of their goods.

However, there's a continuing dispute between machine tool makers

and the Defense Department over whether sophisticated U.S. machin e
tools would increase the Soviet Union's military might. "The

Commerce Department says go, and the Defense Department says

stop," complains one machine tool producer.

5 Other examples of subjective relations found in the corpuE@f€UATION, COMMENT, andCONCLUSION



If that controversy continues, U.S. machine tool makers say, West
German and other fore ign producers are likely to grab most of the
sales in Eastern Europe.

The discourse tree for this portion of Document #0628 is shown in Figure 6. Note how the
subjective passages correspond to the selection afis#ERPRETATIONrelation by the annotatornithe
first case, the annotator has chosen to mark span [3839] as the satellite of an INTERPRETATION
relation. The labelled ardNTERPRETATION-S points to the nucleus of the relation, span [4811], and
indicates that the interpretation occurs in the dételin the second case, the annotator decides that the
interpretative text, span [48 -50], is more salient than the satellite, span [42  -47], and selects
INTERPRETATIONN as the relation. Access to our data will raise the bar for analysis of more complex
linguistic phenomena related to subjectivity in writing.
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Machine tocl executives are hopeful, howewer, <38>that recent developments in Eastern Europe will expand
markets for U.S5.-made machine tools in that region.

<39>There iz demand for state-of-the-art machine toocle in the Soviet Unicon and in other Eastern European |-
countries <40kas those nations etrive to ilmprove the efficiency of their ailing factories as well as the
quality of their goods.<41l>

Figure 6. Subjectivity in text marked byNTERPRETATIONrelation

7. CONCLUSIONS AND FUTURE WORK

Developing corpora with these kinds of rich annotation is a lator-intensive effort. Building the
RST Corpus involved more than a dozen people on a full or part time basis over-geardime frame
(JanDec 2000). Annotation of a single document could take anywhere from 30 minutes to several
hours, depending on the length and topic. Re-tagging a large number of documents after major
enhancements to the annotation guidelines was also time consuming. Notwithstanding our effort to
ensure the quality of the final discourse corpus and demonstration of relatively high intannotator
agreement, we expect that researchers will identify anomalies in the RST Corpus, as typical of all



annotation efforts. We believe that some subset of these can be tracked to simple errors. For example,
an annotator accidentally highlights the vagprelation in a list or misassigns nuclearity.

A larger issue, though, stems from variation in stylistic interpretation among annotators. The RST
theory does not differentiate between different micemd macrelevels of the discourse structure, and
thus, a fairly fine -grained set of relations operates at all levels. This, along with the concept of
nuclearity, increased the variation in annotator interpretation. Even though we had very well defined
rules for segmenting the text into EDUSs, it proved quite difficult to make our already extensive
guidelines more explicit in dictating how to assign nuclearity and relations. Other researchers (Ferrari,
1998; Meyer, 1985) have posited a few macrdevel relations for text segments, or have conducted
studies on anuch more limited set of relations (Rebeyrolle, 2000). This approach has the advantage of
limiting variability in annotation. However, our goal was to conduct a large -scale implementation
within the framework of a single discourse theory in its entiretyyith the expectation that this would
allow for a better assessment of both its strengths and its limitations. We believe that the annotated
corpus itself, along with the subset of documents with double annotations, will lead to refinements in
the RST theoy.

Based on our hand®n work and initial analysis of this substantial corpus, we anticipate that the
RST Corpus will be multifunctionaland support a wide range of language engineering applications.
The added value of multiple layers of overt linguistic p henomena enhancing the Penn Treebank
information can be exploited to advance the study of discourse, to enhance language technologies such
as text summarization, text generation, machine translation or information retrieval, or to provide a
testbed for nevand creative natural language processing techniques.
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