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ABSTRACT

Researchers working on the planning, scheduling, and execution of scientific workflows need access to a wide variety of scientific workflows to evaluate the performance of their implementations. This paper provides a characterization of workflows from six diverse scientific applications, including astronomy, bioinformatics, earthquake science, and gravitational-wave physics. The characterization is based on novel workflow profiling tools that provide detailed information about the various computational tasks that are present in the workflow. This information includes I/O, memory and computational characteristics. Although the workflows are diverse, there is evidence that each workflow has a job type that consumes the most amount of runtime. The study also uncovered inefficiency in a workflow component implementation, where the component was re-reading the same data multiple times.
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1. Introduction

Computational scientists are running increasingly complex, data-intensive simulations and analyses. Many scientific communities use workflow technologies to manage this complexity [1]. Workflow technologies are responsible for scheduling computational tasks on distributed resources, for managing dependencies among tasks, and for staging datasets into and out of execution sites.

As scientific workflows grow in complexity and importance, the designers of workflow management systems need a deeper and broader understanding of what workflows require and how they behave in order to drive improvements in algorithms for provisioning resources, scheduling computational jobs, and managing data. To date, the community has lacked detailed knowledge of a range of scientific workflows because few workflow applications have been available for general use, since many workflow users are reluctant to release their code and data. One exception is the Montage astronomy workflow [2], which has been used extensively to evaluate workflow algorithms and systems. While Montage has proven to be a very useful resource for the community [3–11], workflow systems intended for general use should not be designed and evaluated based on the characteristics of a single workflow.

In this paper, we characterize six scientific workflows and provide a profile for a typical execution of each workflow. In characterizing the execution profile for each workflow, we present such parameters as the number of jobs of each type and the I/O, memory, and CPU requirements of each job type. The workflows that we characterize are taken from diverse application domains such as astronomy, biology, gravitational physics and earthquake science. Together, they provide a broad overview of the types of applications that currently use workflow technologies to manage complex analyses. They also represent different types of workflows from small to large-scale, and include I/O-intensive, CPU-intensive, and memory-bound codes.

The goal of these workflow characterizations is to provide a community resource that will allow the designers and users of workflow systems to base their evaluation of algorithms and technologies on the characteristics of a broader range of workflows. These characterizations can be used by the research community even when application code and data are not available to develop synthetic workflows, benchmarks, and simulations for evaluating workflow management systems.

Prior work [12,13] has focused on workflow patterns and workflow system taxonomies, respectively. In this paper, we focus on workflow characterization from the point of view of the performance of the individual workflow components and overall workflows. The goal is to obtain detailed task-level performance metrics similar to those described in [14,15]. In addition to being useful for understanding and simulating workflows to improve workflow management systems, this data has a number of other uses. Many existing workflow systems provide support for capturing provenance [16–18]. Profile data could be stored along with provenance to provide a more complete history of the execution of a workflow. The information could also be used to improve workflow scheduling. Many scheduling algorithms require runtime and data estimates in order to
optimize workflow execution [19–22]. Profile data could be used to create a performance model of the workflow that is able to generate these estimates. Similarly, profile data could be used to guide resource provisioning algorithms that require estimates of resource usage [23–26].

This paper is organized as follows. Section 2 provides an overview of the scientific workflows that we characterize. In Section 3, we discuss the profiling tools used to determine a typical execution profile for each workflow. In Section 4, we present detailed characterizations of the scientific workflows described in Section 2. We present an execution profile for each workflow running at a typical scale and managed by the Pegasus workflow management system [27–29]. In these profiles, we characterize the I/O, memory, and computational requirements of each job type in the workflow. Finally, we discuss related work and outline directions for future work.

2. Overview of scientific workflows

We now briefly describe the scientific workflows that we have characterized.

Montage: Montage [2] was created by the NASA/IPAC Infrared Science Archive as an open source toolkit that can be used to generate custom mosaics of the sky using input images in the Flexible Image Transport System (FITS) format. During the production of the final mosaic, the geometry of the output image is calculated from the input images. The inputs are then re-projected to have the same spatial scale and rotation, the background emissions in the images are corrected to have a uniform level, and the re-projected, corrected images are co-added to form the output mosaic. The Montage application has been represented as a workflow that can be executed in Grid environments such as the TeraGrid [30].

CyberShake: The CyberShake workflow [31] is used by the Southern California Earthquake Center (SCEC) [32] to characterize earthquake hazards using the Probabilistic Seismic Hazard Analysis (PSHA) technique. Given a region of interest, an MPI-based finite difference simulation is performed to generate Strain Green Tensors (SGTs). From the SGT data, synthetic seismograms are calculated for each of a series of predicted ruptures. Once this is done, spectral acceleration and probabilistic hazard curves are calculated from the seismograms to characterize the seismic hazard. CyberShake workflows composed of more than 800,000 jobs have been executed using the Pegasus workflow management system on the TeraGrid [33,34].

Broadband: Broadband is a computational platform used by the Southern California Earthquake Center [32]. The objective of Broadband is to integrate a collection of motion simulation codes and calculations to produce research results of value to earthquake engineers. These codes are composed into a workflow that simulates the impact of one or more earthquakes on one of several recording stations. Researchers can use the Broadband platform to combine low frequency (less than 1.0 Hz) deterministic seismograms with high frequency (~10 Hz) stochastic seismograms and calculate various ground motion intensity measures (spectral acceleration, peak ground acceleration and peak ground velocity) for building design analysis.

Epigenomics: The USC Epigenome Center [35] is currently involved in mapping the epigenetic state of human cells on a genome-wide scale. The Epigenomics workflow is essentially a data processing pipeline that uses the Pegasus workflow management system to automate the execution of the various genome sequencing operations. DNA sequence data generated by the Illumina-Solexa [36] Genetic Analyzer system is split into several chunks that can be operated on in parallel. The data in each chunk is converted into a file format that can be used by the Maq software that maps short DNA sequencing reads [37,38]. From there, the sequences are filtered to remove noisy and contaminating segments and mapped into the correct location in a reference genome. Finally, a global map of the aligned sequences is generated and the sequence density at each position in the genome is calculated.

LIGO Inspirial Analysis: The Laser Interferometer Gravitational Wave Observatory (LIGO) [39,40] is attempting to detect gravitational waves produced by various events in the universe as per Einstein’s theory of general relativity. The LIGO Inspirial Analysis workflow [41] is used to analyze the data obtained from the coalescing of compact binary systems such as binary neutron stars and black holes. The time–frequency data from each of the three LIGO detectors is split into smaller blocks for analysis. For each block, the workflow generates a subset of waveforms belonging to the parameter space and computes the matched filter output. If a true inspiral has been detected, a trigger is generated that can be checked with triggers for the other detectors. Several additional consistency tests may also be added to the workflow.

3. Characterization of workflows

We have developed a set of workflow profiling tools called wprof1 to collect and summarize performance metrics for workflow applications. Wprof is composed of two tools – ioprof and pprof – that wrap the jobs in a workflow and record trace data as they run. Ioprof collects data about process I/O, and pprof collects data about process runtimes, memory usage, and CPU utilization. We use both ioprof and pprof because the runtime overhead of ioprof can impact the statistics collected by pprof. The ioprof tool characterizes I/O activity in the workflow using the strace (system call trace) utility [45] to intercept system calls made by a job. The system calls are mined for data about operations performed on file descriptors. The calls of interest include open(), close(), read(), write(), and others. The arguments and return values from these system calls are analyzed to determine which files were accessed by the job, how they were accessed, and how much I/O was performed. This process involves some overhead, but since the statistics collected are independent of time, they should not be impacted by this overhead. In addition to file I/O, this method also captures I/O performed on standard streams (stdin, stdout, stderr), pipes, and sockets. It is important to note that file I/O may not be a good estimate of actual disk I/O because the file system cache may absorb some operations that would otherwise result in disk activity. Therefore, the reported numbers reflect the amount of data the workflows requested, not necessarily the amount of work performed by the storage system.

1 http://pegasus.isi.edu/wprof.
program results show that the overhead of pprof is between 0.5–2.5 ms from the experiments using pprof, and the overhead of pprof as a percentage of the runtime without profiling. This figure shows that the pprof overhead is very low at 0.5–2.5 ms per task, or less than 1% of the total runtime without profiling.

The pprof tool characterizes the process runtime, memory usage and CPU utilization of a workflow using the Linux ptrace (process trace) API [46,47] to analyze lifecycle events for the processes invoked by a job. The kernel notifies pprof whenever a process starts or finishes, and pprof records data about the process such as the start and stop times, the peak RSS (resident set size, or physical memory usage), time spent in user mode (utime), and time spent in kernel mode (stime). All these values, with the exception of start and stop time, are maintained by the kernel for every process. Unlike ioprof, pprof does not intercept every system call, so the overhead is much lower.

To demonstrate how profiling affects the runtime of a typical workflow task, we ran several experiments using a simple benchmark program that reads 1 GB of data from an infinite source (/dev/zero) and writes it to an infinite sink (/dev/null) using various block sizes. This program was executed without profiling, with pprof profiling, and with ioprof profiling. We ran 100 experiments for each of 10 different block sizes using all three profiling configurations on a quad core, 2.4 GHz Intel Core 2 processor running Fedora 10 with a 2.6.27 Linux kernel. These experiments are included for illustration purposes and are not meant to be a comprehensive evaluation of the profiling tools. The results of these experiments are shown in Figs. 1 and 2.

Fig. 1 shows the overhead of pprof in milliseconds calculated by subtracting the mean runtime of the experiments with no profiling from the experiments using pprof, and the overhead of pprof as a percentage of the runtime without profiling. For this benchmark program the results show that the overhead of pprof is between 0.5 and 2.5 ms, or less than 1% of the unprofiled runtime. In addition, the pprof overhead is nearly uniform across different block sizes. The small variation in overhead across different block sizes is likely a result of kernel-level implementation details.

Fig. 2 shows the overhead for ioprof using the same calculation for overhead as was used for pprof. Note that for ioprof we omit results for 4 and 1 K block sizes because of the long runtime of the experiments. Unlike pprof, which has a very low, fairly uniform overhead, ioprof’s overhead is much larger and depends on the number of system calls made by the benchmark program, which is determined by the block size used in the experiment. Each time the block size is halved, the number of system calls doubles and, as a result, the overhead of ioprof doubles.

It should be noted that the metrics measured by pprof and ioprof are not impacted by these profiling overheads. In the case of pprof, although it adds ~1–2 ms to the runtime of a workflow task, this overhead is not included in the runtime it is measuring, which remains unchanged. In the case of ioprof, although the profiling does add significantly to the runtime of the task, ioprof only measures I/O, which is not affected by the runtime. Both tools do have an impact on the runtime of the workflow, however, which may be significant depending on the number of tasks in the workflow and the amount of I/O performed by the workflow.

To characterize a workflow, we run it twice: once to collect I/O data using ioprof and once to collect process data using pprof. These runs produce workflow traces that can be examined for errors and unusual behavior, analyzed for optimization opportunities, fed into a simulation, or mined to collect summary statistics for a workflow profile. In this paper, we report profile data in Section 4 and provide some examples of how this data can be used.

To create a workflow profile, we process the traces from ioprof and pprof to calculate the mean and standard deviation for five statistics for each job type: I/O read, I/O write, runtime, peak physical memory usage, and CPU utilization. I/O read and write are calculated by adding up all the I/O performed by all processes invoked by a job. Runtime is calculated by subtracting the start time of the first process invoked by the job from the stop time of the last process. Peak memory usage is calculated from the total peak memory usage of all processes invoked by the job. Since a single job may invoke many different processes concurrently, care is taken to ensure that the peak memory measurements of concurrent processes are added together and the maximum value over the lifetime of the job is reported. Because the peak memory usage of a process may not be maintained for the entire lifetime of the process, there may be some error when adding these values together. As a result, the peak memory reported represents an upper bound on memory usage rather than the actual peak.

CPU utilization is calculated by dividing the amount of time each process spends scheduled in user mode (utime) and kernel mode (stime) by the total runtime of the process. In the case where a job consists of several processes running concurrently, the total utime + stime of all processes is divided by the wall time of the job. This computation results in the percentage of time the process spends running on the CPU when it is not blocked waiting for I/O operations to complete. Note that for CPU-intensive concurrent processes running on multicore nodes, the percentage may be greater than 100%.

4. Characterization of example workflows

In this section, we provide characterizations of the six workflows mentioned in Section 2. We present profiles that were obtained from actual executions of the workflows on the Grid. Each workflow instance was chosen to be a typical size for the given application.

![Fig. 1. Overhead of pprof for a task that reads and writes 1GB of data using various block sizes. This figure shows the absolute overhead in milliseconds and the overhead as a percentage of the runtime without profiling. This figure shows that the pprof overhead is very low at 0.5–2.5 ms per task, or less than 1% of the total runtime without profiling.](image1)

![Fig. 2. Overhead of ioprof for a task that reads and writes 1GB of data using various block sizes. This figure shows the absolute overhead in milliseconds and the overhead as a percentage of the runtime without profiling. This figure shows that the overhead of ioprof is significantly higher at 0.5–2.5 ms per task, or more than 1% of the total runtime without profiling.](image2)
A summary of the execution profile statistics for all the workflows we examined is shown in Tables 1 and 2. The data show a wide range of workflow characteristics. The workflows that we characterize include small workflows (SIPHT), CPU-bound workflows (Epigenome), I/O-bound workflows (Montage), data-intensive workflows (CyberShake, Broadband), workflows with large memory requirements (CyberShake, Broadband, LIGO), and workflows with large resource requirements (CyberShake, LIGO). We will examine each of these applications in more detail in the coming sections.

For each workflow, Table 1 shows the two profiling runs (ioprof and pprof) and a third run without any profiling enabled (normal) for comparison. These elapsed times are shown in units of hours:minutes:seconds. The differences between the elapsed time of the profiling runs and the normal run are small and fairly consistent; I/O profiling has higher overhead.

Table 1 also shows the execution environments that were used to collect the data. Several of the workflows (Epigenome, Montage, Broadband) were run on Amazon's cloud computing platform EC2. The other workflows (SIPHT, CyberShake, LIGO) were run on the clusters used by the developers of the application. The workflows run on EC2 all used a local disk with the ext3 file system for sharing data between jobs. Those runs used only a single node, so no inter-node transfers were required. SIPHT also used a local file system; however, the input and output files were transferred to the worker nodes for each job. The remaining workflows used network file systems to share data among workers (Lustre for CyberShake and NFS for LIGO). We do not present the “Normal” runtime for the CyberShake workflow, because the data available to us were obtained from a workflow execution with several failures and breaks in time in the workflow and thus are not representative.

Table 2 shows the execution profiles for the six workflows, including the number of jobs in the workflow, the total CPU hours consumed in running the workflow, the amount of I/O read and written, the peak memory usage and the average CPU utilization of the workflow. The CyberShake workflow is the largest of those profiled, consisting of 815,823 jobs and consuming 9192 CPU hours; the workflow reads 217 terabytes of data and writes 920 GB. The smallest workflow profiled is SIPHT, which consists of 31 jobs, consumes 1.23 CPU hours and transfers less than 2 GB of read and write data.

A detailed comparison of the runtimes of individual jobs reported by pprof show that the profiling overhead of pprof was very low for these workflows (<1 ms per task) and that the difference between the normal and pprof elapsed runtimes is primarily due to the extra data transfers required to retrieve the trace data from the remote system. Recall from the last section that pprof is used for runtime characteristics and ioprof is used only for I/O characteristics, so extra ioprof overhead does not affect the runtime data. In addition, some workflow characteristics, such as number of jobs, I/O read, I/O write, and peak memory are independent of the execution environment and the profiler overhead. Runtime and CPU utilization depend on the quantity and performance of resources used to execute the workflow and will vary from platform to platform.

4.1. Montage

In Fig. 3, we show a relatively small (20 node) Montage astronomy workflow for the purpose of illustrating the workflow's structure. The size of a Montage workflow depends on the number of images used in constructing the desired mosaic of the sky. The structure of the workflow changes to accommodate increases in the number of inputs, which corresponds to an increase in the number of computational jobs.

At the top level of the workflow shown in Fig. 3 are mProjectPP jobs, which reproject input images. The number of mProjectPP jobs is equal to the number of Flexible Image Transport System (FTS) input images processed. The outputs of these jobs are the reprojected image and an "area" image that consists of the fraction of the image that belongs in the final mosaic. These are then processed together in subsequent steps. At the next level of the workflow, mDiffFit jobs compute a difference for each pair of overlapping images. The number of mDiffFit jobs in the workflow therefore depends on how the input images overlap. The difference images are then fitted using a least squares algorithm by the mConcatFit job. The mConcatFit job is a computationally intensive data aggregation job. Next, the mBgModel job computes a correction to be applied to each image to obtain a good global fit. This background correction is applied to each individual image at the next level of the workflow by the mBackground job. The mConcatFit and mBgModel jobs are data aggregation and data
partitioning jobs, respectively, but together they can be considered as a single data redistribution point. Note that there is not a lot of data being partitioned in this case. Rather, the same background correction is applied to all images. The mAdd job combines all the reprojected images to generate the final mosaic in FITS format as well as an area image that may be used in further computation. The mAdd job is the most computationally intensive job in the workflow. Multiple levels of mImgTbl and mAdd jobs may be used in large workflows. Finally, the mShrink job reduces the size of the FITS image by averaging blocks of pixels and the shrunk image is converted to JPEG format by mJPEG.

In Table 3, we provide profiling data from the execution of a Montage workflow on the Grid that computes a mosaic for an 8 degree square region of the sky. Table 3 shows that the majority of runtime was spent in the 17 instances of the mAdd job, which performed the most I/O on average (1 GB of data read and 775 GB of data written per job) but had low CPU utilization. The table shows low CPU utilization for several job types in the workflow (mBackground, mImgTbl, mAdd, mShrink). This is because Montage jobs spend much of their time on I/O operations, as illustrated by their I/O and runtime measurements; for example, the mShrink jobs have a relatively short runtime, require a large amount of read I/O, and have low CPU utilization. The single mBgModel job had the longest mean job runtime, the highest CPU utilization (99.89%) and low I/O activity.

The table also shows that mAdd has high standard deviations for all measurements. This is because the same mAdd executable is used in two different ways in the workflow. The workflow has a two-level reduce structure that uses mAdd, where the second level has much different runtime characteristics than the first level. These two levels could be treated as two different job types to clarify the statistics.

In Table 3, we provide profiling data from the execution of a Montage workflow on the Grid that computes a mosaic for an 8 degree square region of the sky. Table 3 shows that the majority of runtime was spent in the 17 instances of the mAdd job, which performed the most I/O on average (1 GB of data read and 775 GB of data written per job) but had low CPU utilization. The table shows low CPU utilization for several job types in the workflow (mBackground, mImgTbl, mAdd, mShrink). This is because Montage jobs spend much of their time on I/O operations, as illustrated by their I/O and runtime measurements; for example, the mShrink jobs have a relatively short runtime, require a large amount of read I/O, and have low CPU utilization. The single mBgModel job had the longest mean job runtime, the highest CPU utilization (99.89%) and low I/O activity.

The table also shows that mAdd has high standard deviations for all measurements. This is because the same mAdd executable is used in two different ways in the workflow. The workflow has a two-level reduce structure that uses mAdd, where the second level has much different runtime characteristics than the first level. These two levels could be treated as two different job types to clarify the statistics.

In Table 4, we provide profiling data from the execution of a large (more than 800,000 jobs) CyberShake workflow on the Ranger cluster at TACC. Note that in order to fit into the table, SeisgramSynthesis, PeakValueCalcOkaya and ZipSeisgrams jobs are represented as SeisSynth, PVCalcOkaya and ZipSeis, respectively.

The vast majority of the runtime (~97%) of CyberShake is spent in SeisgramSynthesis jobs. This suggests that SeisgramSynthesis would be a good place to focus any code-level optimization efforts. In addition, Seisgram-Synthesis reads, on average, 547 MB per job; however, the total size of all the input files for SeisgramSynthesis is known to be on the order of 150–250 MB. That means some of the input data are being read multiple times, which suggests another opportunity for code-level optimization. Finally, SeisgramSynthesis also has very high memory requirements. On average it requires 817 MB of memory, but the profiling data shows that some instances require up to 1870 MB, which
Table 3  
Example of a Montage execution.

<table>
<thead>
<tr>
<th>Job</th>
<th>Count</th>
<th>Runtime</th>
<th>I/O read</th>
<th>I/O write</th>
<th>Peak memory</th>
<th>CPU util.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean(s)</td>
<td>Std. dev.</td>
<td>Mean(MB)</td>
<td>Std. dev.</td>
<td>Mean(MB)</td>
<td>Std. dev.</td>
</tr>
<tr>
<td>mProjectPP</td>
<td>2102</td>
<td>1.73</td>
<td>0.09</td>
<td>2.05</td>
<td>0.07</td>
<td>8.09</td>
</tr>
<tr>
<td>mDiffFit</td>
<td>6172</td>
<td>0.66</td>
<td>0.56</td>
<td>16.56</td>
<td>0.53</td>
<td>0.64</td>
</tr>
<tr>
<td>mConcatFit</td>
<td>2102</td>
<td>17.2</td>
<td>0.65</td>
<td>8.36</td>
<td>0.34</td>
<td>8.09</td>
</tr>
<tr>
<td>mBgModel</td>
<td>1</td>
<td>384.49</td>
<td>0.00</td>
<td>1.56</td>
<td>0.00</td>
<td>0.10</td>
</tr>
<tr>
<td>mBackground</td>
<td>2102</td>
<td>1.72</td>
<td>0.65</td>
<td>8.36</td>
<td>0.34</td>
<td>8.09</td>
</tr>
<tr>
<td>mImgtbl</td>
<td>17</td>
<td>2.78</td>
<td>1.37</td>
<td>1.55</td>
<td>0.38</td>
<td>0.12</td>
</tr>
<tr>
<td>mAdd</td>
<td>17</td>
<td>282.37</td>
<td>137.93</td>
<td>1102.57</td>
<td>302.84</td>
<td>775.45</td>
</tr>
<tr>
<td>mShrink</td>
<td>16</td>
<td>66.10</td>
<td>46.37</td>
<td>411.50</td>
<td>7.09</td>
<td>0.49</td>
</tr>
<tr>
<td>mJPEG</td>
<td>1</td>
<td>0.64</td>
<td>0.00</td>
<td>25.33</td>
<td>0.00</td>
<td>0.39</td>
</tr>
</tbody>
</table>

Table 4  
Example of a CyberShake execution.

<table>
<thead>
<tr>
<th>Job</th>
<th>Count</th>
<th>Runtime</th>
<th>I/O read</th>
<th>I/O write</th>
<th>Peak memory</th>
<th>CPU utilization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean(s)</td>
<td>Std. dev.</td>
<td>Mean(MB)</td>
<td>Std. dev.</td>
<td>Mean(MB)</td>
<td>Std. dev.</td>
</tr>
<tr>
<td>ExtractSGT</td>
<td>5393</td>
<td>110.58</td>
<td>141.20</td>
<td>175.40</td>
<td>177.70</td>
<td>155.86</td>
</tr>
<tr>
<td>SeisSynth</td>
<td>404864</td>
<td>79.47</td>
<td>70.86</td>
<td>547.16</td>
<td>324.92</td>
<td>0.02</td>
</tr>
<tr>
<td>ZipSeis</td>
<td>78</td>
<td>265.73</td>
<td>275.04</td>
<td>118.95</td>
<td>7.88</td>
<td>101.05</td>
</tr>
<tr>
<td>PVCOSaya</td>
<td>404864</td>
<td>0.55</td>
<td>2.48</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>ZipPeakSA</td>
<td>78</td>
<td>195.80</td>
<td>237.99</td>
<td>1.07</td>
<td>0.07</td>
<td>2.28</td>
</tr>
</tbody>
</table>

Fig. 5.  
Broadband workflow. The workflow simulates earthquakes using several different models and generates output data for comparison.

was not previously known. This has an impact on the scheduling of SeismogramSynthesis jobs because, on many of the nodes available on the grid, the amount of memory available per CPU core is only about 1 GB. Thus, if one SeismogramSynthesis job is scheduled on each node, the node could run out of memory. This may explain some of the failures that occurred when the application was run on a different cluster that was relatively memory-poor. Care must be taken if the application is moved to another cluster in the future to configure the scheduler such that it never schedules more SeismogramSynthesis jobs on a node than the node can support.

4.3. Broadband

Fig. 5 shows a small Broadband workflow, which integrates earthquake motion simulation codes and calculations. The workflow can be divided into four stages based on the types of computations performed in each stage.

The first stage consists of rupture generation jobs ucsb_createSRF and urs_createSRF. As mentioned earlier, one of the goals of the Broadband platform is to consider different codes that perform similar calculations (based on the underlying models) and compare and verify these calculations. In the example workflow shown in Fig. 5, both types of rupture generation jobs take as input the same simple earthquake description (location and magnitude) and generate time series data that represent skip time histories for the earthquake at the same recording station. The second stage includes the urs_lp_seisgen jobs that calculate deterministic low frequency (up to 1 Hz) seismograms based on the time series data generated in the previous stage. The third stage includes urs_hf_seisgen and sdsu_hf_seisgen, which add stochastic high frequency seismograms to the low frequency seismograms generated by urs_lp_seisgen. The ucsb_seisgen job may be considered to be part of both the second and third stages, as it calculates and merges both low frequency and high frequency seismograms. The fourth stage consists of spectra jobs that extract parameters from the seismograms that are of interest to earthquake engineers. These parameters may include peak acceleration, peak ground velocity and peak spectral acceleration.

Table 5 shows profile data for each type of job in the Broadband workflow. These statistics were collected from a workflow that simulated the ground motion at 8 stations for 6 earthquakes and a single velocity model. The jobs from the second and third stages (urs_lp_seisgen, sdsu_hf_seisgen, ucsb_seisgen) that generate low and high frequency seismograms had the largest runtimes, with the runtime of the sdsu_hf_seisgen jobs being the largest overall. These jobs operate on relatively simple earthquake descriptions. The sdsu_hf_seisgen job is similar to the SeismogramSynthesis job in CyberShake. More than half of the CPU time of Broadband (~55%) is used by sdsu_hf_seisgen, making it a good target for optimization. The sdsu_hf_seisgen jobs also generate the most output I/O, on average 1.8 GB per job. In addition, each sdsu_hf_seisgen job uses 942 MB of memory, which makes it difficult to schedule on nodes with only 1 GB per core (keeping in mind that the OS needs some memory for system processes and the kernel). The ucsb_seisgen job consumes the most input (11.2 GB per job).

The Broadband workflow is a good example of how workflow traces and profiles can be used to diagnose unusual and erroneous behavior. For example, while Table 5 shows that the I/O read for ucsb_seisgen is 11.2 GB, it is known that the input file for ucsb_seisgen is only ~3 GB; therefore at least some of the data are being read multiple times. This suggests that ucsb_seisgen could be optimized to reduce this duplication, which might improve performance. The file system cache may be able to absorb many of these reads. However, if the file system being used does not support client-side caching, as is the case in some parallel file systems, these duplicate reads may greatly reduce performance. Another interesting thing to notice about ucsb_seisgen is its
Table 5
Example of a Broadband execution profile.

<table>
<thead>
<tr>
<th>Job</th>
<th>Count</th>
<th>Runtime Mean (s)</th>
<th>I/O read Mean (MB)</th>
<th>I/O write Mean (MB)</th>
<th>Peak memory Mean (MB)</th>
<th>CPU utilization Mean (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ucsb_createSRF</td>
<td>48</td>
<td>0.57</td>
<td>4.55</td>
<td>7.45</td>
<td>6.97</td>
<td>61.93</td>
</tr>
<tr>
<td>ucsb_LP_seisgen</td>
<td>96</td>
<td>84.92</td>
<td>43.65</td>
<td>18.30</td>
<td>10.13</td>
<td>91.73</td>
</tr>
<tr>
<td>sdsu_HF_seisgen</td>
<td>96</td>
<td>3.06</td>
<td>5.54</td>
<td>3.31</td>
<td>12.71</td>
<td>70.84</td>
</tr>
<tr>
<td>ucsb_seisgen</td>
<td>98</td>
<td>68.32</td>
<td>11.271</td>
<td>5.11</td>
<td>53.68</td>
<td>90.57</td>
</tr>
<tr>
<td>rspectra</td>
<td>288</td>
<td>0.34</td>
<td>0.81</td>
<td>0.46</td>
<td>7.92</td>
<td>16.20</td>
</tr>
</tbody>
</table>

Table 6 lists profiling data collected during executions of a sample workflow that was used to align ~13 million sequences. For most Epigenome jobs, the CPU utilization is high, so we classify the workflow as CPU-bound. The few low utilization jobs are simple data conversion jobs; fastQSplit just splits an input file into multiple output files, and sol2sanger just converts its input file into another format. The pileup job has a mean utilization of 153%; it is possible for a job to have a CPU utilization of more than 100% if it makes use of multiple cores. In this case, pileup is a shell script that pipes the output of Maq to the AWK data extraction utility. Since Maq and AWK are independent processes, they can be scheduled on different cores concurrently, provided that one is not always blocked waiting for the output of another, which appears to be the case here. In addition, knowing that both processes run at the same time is useful from a workflow scheduling perspective because it suggests that perhaps pileup should be treated as a parallel job requiring two cores. However, for this application there is only one pileup job per workflow, so special treatment is not likely to have a significant impact on overall workflow performance. The map jobs represent the vast majority of the runtime of the Epigenome workflow (~96%), which suggests that any performance optimizations would be best directed towards improving the mapping code.

4.4. Epigenomics

In Fig. 6, we show an example of an Epigenomics workflow, which maps the epigenetic state of human cells. The Epigenomics workflow is a highly pipelined application with multiple pipelines operating on independent chunks of data in parallel. The input to the workflow is DNA sequence data obtained for multiple “lanes” from the genetic analysis process. The information from each lane is split into multiple chunks by the fastQSplit jobs. The number of splits generated depends on the partitioning factor used on the input data. The filterContams jobs then filter out noisy and contaminated data from each of the chunks. The data in each chunk are then converted to a format understood by the Maq DNA sequence mapping software by the sol2sanger utility. For faster processing and reduced disk space usage, the data are then converted to the binary fastQ format by fastq2bfq. Next, the remaining sequences are aligned by the reference genome by the map utility. The results of individual map processes are combined using one or more stages of mapMerge jobs. After merging the maqIndex utility operates on the merged alignment file and retrieves reads about a specific region (e.g. chromosome 21). Finally, the pileup utility reformats the data so that it can be displayed by a GUI.

The map jobs that align sequences with the reference genome are the most computationally intensive, followed by the pileup and maqIndex jobs that work on the entire aligned output. The performance of other jobs in the pipeline mainly depends on the amount of data in each of the individual chunks.
Table 6
Example of an epigenomic execution profile.

<table>
<thead>
<tr>
<th>Job</th>
<th>Count</th>
<th>Runtime Mean (s)</th>
<th>Std. dev.</th>
<th>I/O read Mean (MB)</th>
<th>Std. dev.</th>
<th>I/O write Mean (MB)</th>
<th>Std. dev.</th>
<th>Peak memory Mean (MB)</th>
<th>Std. dev.</th>
<th>CPU utilization Mean (%)</th>
<th>Std. dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>fast2bfq</td>
<td>128</td>
<td>1.40</td>
<td>0.24</td>
<td>10.09</td>
<td>1.73</td>
<td>2.22</td>
<td>0.40</td>
<td>4.05</td>
<td>0.01</td>
<td>88.42</td>
<td>0.10</td>
</tr>
<tr>
<td>pileup</td>
<td>1</td>
<td>55.95</td>
<td>0.00</td>
<td>151.82</td>
<td>0.00</td>
<td>83.95</td>
<td>0.00</td>
<td>148.26</td>
<td>0.00</td>
<td>150.34</td>
<td>0.00</td>
</tr>
<tr>
<td>mapMerge</td>
<td>8</td>
<td>11.01</td>
<td>12.18</td>
<td>27.68</td>
<td>32.49</td>
<td>26.71</td>
<td>32.89</td>
<td>5.00</td>
<td>0.39</td>
<td>95.08</td>
<td>0.06</td>
</tr>
<tr>
<td>so12sange</td>
<td>128</td>
<td>0.46</td>
<td>0.14</td>
<td>13.15</td>
<td>2.25</td>
<td>10.09</td>
<td>1.73</td>
<td>3.79</td>
<td>0.00</td>
<td>65.17</td>
<td>0.12</td>
</tr>
<tr>
<td>filterContams</td>
<td>128</td>
<td>2.47</td>
<td>0.43</td>
<td>13.25</td>
<td>2.26</td>
<td>13.25</td>
<td>2.26</td>
<td>2.97</td>
<td>0.06</td>
<td>88.54</td>
<td>0.09</td>
</tr>
<tr>
<td>mapIndex</td>
<td>1</td>
<td>43.57</td>
<td>0.00</td>
<td>214.10</td>
<td>0.00</td>
<td>107.53</td>
<td>0.00</td>
<td>6.17</td>
<td>0.00</td>
<td>99.50</td>
<td>0.00</td>
</tr>
<tr>
<td>fastQSplit</td>
<td>7</td>
<td>34.32</td>
<td>8.94</td>
<td>242.29</td>
<td>82.60</td>
<td>242.29</td>
<td>82.60</td>
<td>2.80</td>
<td>0.00</td>
<td>22.41</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Fig. 7. LIGO Inspiral Analysis workflow. The LIGO workflow is composed in a hierarchical fashion with a single top-level workflow containing several sub-workflows. The sub-workflows in this figure are outlined by boxes.

Table 7
Example of a LIGO execution profile.

<table>
<thead>
<tr>
<th>Job</th>
<th>Count</th>
<th>Runtime Mean (s)</th>
<th>Std. dev.</th>
<th>I/O read Mean (MB)</th>
<th>Std. dev.</th>
<th>I/O write Mean (MB)</th>
<th>Std. dev.</th>
<th>Peak memory Mean (MB)</th>
<th>Std. dev.</th>
<th>CPU utilization Mean (%)</th>
<th>Std. dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>TmpltBank</td>
<td>29</td>
<td>497.23</td>
<td>45.78</td>
<td>552.66</td>
<td>6.04</td>
<td>0.04</td>
<td>0.00</td>
<td>404.54</td>
<td>0.02</td>
<td>98.94</td>
<td>0.00</td>
</tr>
<tr>
<td>Inspiral</td>
<td>358</td>
<td>472.89</td>
<td>453.18</td>
<td>553.16</td>
<td>5.44</td>
<td>0.05</td>
<td>0.07</td>
<td>533.17</td>
<td>116.28</td>
<td>89.96</td>
<td>0.11</td>
</tr>
<tr>
<td>29</td>
<td>0.64</td>
<td>1.06</td>
<td>0.53</td>
<td>0.92</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>2.63</td>
<td>0.83</td>
<td>43.00</td>
<td>0.28</td>
</tr>
<tr>
<td>Inspinj</td>
<td>6</td>
<td>0.99</td>
<td>0.38</td>
<td>0.03</td>
<td>0.00</td>
<td>0.01</td>
<td>0.01</td>
<td>10.06</td>
<td>0.01</td>
<td>55.55</td>
<td>0.05</td>
</tr>
<tr>
<td>4</td>
<td>0.30</td>
<td>0.28</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.08</td>
<td>0.00</td>
<td>1.99</td>
<td>0.01</td>
<td>8.32</td>
<td>0.08</td>
</tr>
<tr>
<td>200</td>
<td>0.14</td>
<td>0.14</td>
<td>0.04</td>
<td>0.25</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>2.04</td>
<td>0.14</td>
<td>17.44</td>
<td>0.14</td>
</tr>
<tr>
<td>748</td>
<td>0.21</td>
<td>0.16</td>
<td>0.07</td>
<td>0.08</td>
<td>0.02</td>
<td>0.02</td>
<td>0.03</td>
<td>1.93</td>
<td>0.15</td>
<td>14.15</td>
<td>0.18</td>
</tr>
<tr>
<td>Coire</td>
<td>386</td>
<td>0.21</td>
<td>0.16</td>
<td>0.07</td>
<td>0.08</td>
<td>0.02</td>
<td>0.03</td>
<td>1.91</td>
<td>0.06</td>
<td>8.00</td>
<td>0.07</td>
</tr>
</tbody>
</table>

and have relatively high CPU utilization (∼90%). The 29 TmpltBank jobs are also computationally intensive (average runtime 500 s and average CPU utilization ∼99%) and read significant input data (16 GB). The remaining jobs in the workflow have short runtimes, low I/O consumption and low CPU utilization. An interesting aspect of the LIGO Inspiral workflow’s I/O usage is that it reads a large
amount of data (213 GB), but writes very little (50 MB); the other workflows we characterized generate significant output data.

4.6. SIPHT

A small SIPHT workflow that searches for small untranslated RNAs (sRNAs) is shown in Fig. 8. All SIPHT workflows have almost identical structure, and large workflows can be composed of smaller, independent workflows. The only difference between two workflow instances is the number of Patser jobs, which scan sequences with position-specific scoring matrices that return matching positions; the number of Patser jobs depends on inputs describing transcription factor binding sites (TFBSs). The results of these Patser jobs are concatenated by the Patser_Concate job. There are several BLAST jobs in the workflow that compare different combinations of sequences. The Blast job and the Blast_QRNA job operate on all possible partner inter-genetic regions (IGRs) from other suitable replicons. Even though it is not apparent in Fig. 8, these BLAST jobs operate on hundreds of data files. There are three jobs in the workflow that search for transcription terminators—FindTerm, RNAMotif and Transterm. The sRNA prediction is performed by the SRNA job that operates on the outputs of the above jobs as well as the output of the Blast job. The output of this job is used by the other BLAST jobs. The SRNA Annotate job annotates candidate sRNA loci that were found, for multiple features such as its conservation in other bacterial strains, its association with putative TFBSs, and its homology to other previously identified sRNAs [42]. Of all the jobs in the workflow, the BLAST jobs that compare sequences between several replicon pairs are the most computationally intensive. The next most computationally intensive is the sRNA prediction job, followed by the jobs that identify transcription terminators.

In Table 8, we show the execution profile statistics collected from an execution of the SIPHT workflow. Like the other workflows, SIPHT has a single job type (Blast) that accounts for most of its runtime (~74%). Findterm and Blast_QRNA also contribute a significant amount to the runtime. Also, similar to Epigenome, SIPHT is primarily a CPU-bound workflow. Most of the jobs have high CPU utilization and relatively low I/O. Only Patser_concate, which simply concatenates the output of the Patser_concate, has low CPU utilization. The Blast and Blast_QRNA jobs read the most input data (~800 MB each) and write the most output data (~565 MB each). The Findterm job also writes significant output data (379 MB).

5. Related work

Berry et al. [49] characterized the workloads of several scientific applications; their benchmarks were mainly used to measure hardware performance metrics on supercomputers. In the area of characterizing workloads in distributed and Grid environments, the Parallel Workload Archive [50] and the Grid Workload Archive [51] provide workloads from parallel and Grid execution environments that can be used in simulations; these workloads focus on the performance and utilization of computational resources. Losup et al. [52] describe the system-wide, virtual organization-wide, and per user characteristics of traces obtained from four Grids; these analyses provide insight into how Grid environments are used and allow users to model such environments.

Van der Aalst and Ter Hofstede started The Workflow Patterns Initiative to identify basic workflow components [12]. They categorize perspectives such as control flow, data, resource and exception handling that are supported by workflow description and business process modeling languages. They maintain descriptions of common patterns for each perspective, such as sequence, parallel split, synchronization, etc. for control flow.

There have been relatively few efforts to collect and publish traces and performance statistics for real scientific workflows. We recently published traces for a few workflows executed using Pegasus [53] and synthetic workflows based on statistics from real applications for use in simulations [54]. Similarly, Ramakrishnan and Gannon [55] have provided workflow structures and runtime and data statistics for many real workflow applications.

A few systems have been developed to collect profiling data for scientific workflows. Many workflow systems have been integrated with performance monitoring and analysis tools [56–58]. These systems typically collect only coarse-grained information, such as task runtime and data size. Similarly, Kickstart [59] is a tool that is used to monitor task execution in scientific workflows. It captures task information such as runtime, exit status, and stdout/stderr, as well as execution host information, such as hostname, CPU type, and load. Kickstart does not, however, collect fine-grained profiling data. One system that does collect fine-grained profiles is the ParaTrac system [60]. ParaTrac uses a FUSE-based file system to monitor and record the I/O usage of tasks and uses the Linux taskstats interface to record memory, CPU, and runtime data. The main drawbacks of the ParaTrac approach are that FUSE is not supported on many of the computing systems used to run workflows, and it only captures I/O performed through the FUSE mount point, which excludes a potentially large amount of I/O. In comparison, our approach collects fine-grained profiling data using the ptrace() API, which is available on most UNIX systems and captures all the operations performed by the task.

Finally, we describe efforts to create repositories for sharing workflow components for use by communities. De Roure et al. [61] describe the myExperiment virtual research environment [62] that enables scientists to share and execute workflows and discuss different workflow management systems and best practices. Von Laszewski and Kodeboyina [63] describe the framework of a Repository Service for Grid Workflow Components that supports storing and sharing of workflow components defined by the community.
6. Conclusions and future work

We characterized six scientific workflows that span a range of characteristics, from small to large and from compute-intensive to data-intensive, with both moderate and large resource requirements. We described our profiling strategy for workflows, which consists of running both I/O and system call trace utilities and analyzing the resulting traces as well as measuring runtimes without the profiling tools. We used these tools to profile the execution of six scientific workflows running at typical scale in grid environments, characterizing their runtimes, I/O requirements, memory usage and CPU utilization based on the tasks within each workflow.

While these workflows are diverse, we found that each workflow had one job type that accounted for most of the workflow’s runtime. We also saw evidence that the same data are being re-read multiple times in several of the measured workflows. Both observations suggest opportunities for optimizing the performance of these workflows. In general, workflow profiles can be used to detect errors and unexpected behavior and to identify the best candidates for optimizing workflow execution.

This work is intended to provide to the research community a detailed overview of the types of scientific analyses that are being run using workflow management systems and their typical resource requirements, with the goal of improving the design and evaluation of algorithms used for resource provisioning and job scheduling in workflow systems. In the future, these workflow profiles could be used to create workflow simulations; to construct realistic synthetic workflows that can be used to evaluate different workflow engines and scheduling algorithms; to debug and optimize workflow performance; and to create a suite of benchmarks for scientific workflows.
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