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Abstract

Nearly all wireless media-access (MAC) protocols are de-
signed today with the very conservative assumption that con-
current transmissions should be prevented, because sender-
receiver pairs within radio range sending on the same chan-
nel will corrupt each other’s communication. While recent
work has suggested that channel capture effects can be sig-
nificant in reality, this paper presents the first systematic
study to quantify the impact of these effects on the abil-
ity to have concurrent communications among two sender-
receiver pairs that are within range of each other. We first
derive a simple decision rule to determine when such con-
current communication is possible while minimizing trans-
mission power. Through a comprehensive set of realistic
simulations, we then systematically quantify the feasibility
of concurrent communication with and without transmis-
sion power control as many radio and environmental pa-
rameters vary, including node position, mean and variance
of path loss, signal-to-interference-plus-noise-ratio threshold
(SINRy) for packet reception, granularity and range of trans-
mission power control. Our simulations show that often, 40—
75% of the time depending primarily on distance and loca-
tion, two pairs of nodes can communicate concurrently with-
out loss even if both transmitters are within the radio sensing
range of both receivers. We can observe large CTXable re-
gion with fixed transmit power, but dynamic power control
significantly improves concurrent communications. Finally,
at least one transmitter can almost always capture the chan-
nel in the event of concurrent transmissions, so the cost of
failed attempts to CTX are minimal. We validate our sim-
ulations with testbed experiments using MicaZ motes, con-
firming that concurrent communication is possible to a very
significant extent in real systems. These results suggest that
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New metric for CTXability (concurrent communication) 52
Quantification of CTXability: User Controllable parameters
Higher Tx power increases CTXability for fixed power 5.3
Shorter link distance increases CTXability 5.4.1
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Concurrent transmission is at least capturable in general 5.6
Experiments with MicaZ motes validate simulation results 6

Table 1. Contributions of this paper

CSMA with RTS/CTS is overly conservative and there are
often gains to be realized by abandoning it.

1 Introduction

Concurrent packet transmission has been considered
harmful and avoided in wireless communication. Protocols
such as 802.11 explicitly prevent concurrent transmission
with carrier sensing and by exchanging RTS/CTS messages
(as proposed earlier [2]). Nevertheless, concurrent commu-
nication—allowing concurrent transmission by two senders
over the same channel—can be beneficial if both receivers
can concurrently receive what is sent. Approaches such as
RTS/CTS handshake reduce multi-hop wireless throughput
by blocking all other transmission around both the sender
and receiver. Concurrent communication could greatly im-
prove throughput, particularly when traffic is heavy and net-
work density is high.

The possibility and promise of concurrent packet trans-
mission has recently been demonstrated in several stud-
ies [6, 7, 14, 16, 18]. The benefits of concurrent commu-
nication seem obvious, when it is possible, because it will
improve spatial reuse, resulting in higher throughput. How-
ever, it is not obvious that how often concurrent transmission
is possible. For example, if one pair of nodes always trans-
mits at the lowest power level possible, then any other con-
current transmissions will increase the effective noise and
force the original pair to raise its power. This coupling may
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Figure 1. Two concurrent packet communications at
three different locations

mean that there is never a significant benefit to concurrent
transmission.

To illustrate this question, Figure 1 shows three configu-
rations where two pairs of nodes send concurrently, S1 to R1
and S2 to R2. We assume a nominal radio range of 8 m at -10
dBm transmission power. In case (a), the pairs are 10 m apart
and can easily send concurrently, even with an RTS/CTS-
based MAC protocol, since nodes are out of range of each
other. On the other hand, in case (c), R1 and S2 are only 2 m
apart, and no attempt at concurrent transmission will be suc-
cessful. Although S1’s transmission can be received at R1,
if S2 attempts to send concurrently, S1 must raise its power
due to interference from S2, and this higher power forces S2
to raise its power, ad infinitum. However, there are inter-
mediate cases where concurrent transmission is possible (as
suggested in [16]). For example, when the R1-S2 distance
is 7 m as in case (b), then 802.11’s RTS or CTS will block
concurrent transmission. However, with proper MAC sup-
port both S1 and S2 can simultaneously capture the channel
at its corresponding receiver. We look at this example and
others in more detail in this paper.

Table 1 summarizes the contributions of this paper. First,
we develop a simple decision rule to decide when concurrent
communication is possible while minimizing transmission
power. With this decision rule, we can determine if concur-
rent transmission is ever possible for a given topology, and
then compute the optimal (minimal) transmission power set-
tings for successful concurrent communication, if possible.

Through simulations, we then systematically quantify op-
portunities for concurrent communication with and without
transmission power control as many radio and environmental
parameters vary, including node position, mean and variance
of path loss, signal-to-interference-plus-noise-ratio (SINR)
threshold, and granularity and range of transmission power
control.

We also introduce and use a new metric to estimate the
feasibility and benefits from allowing concurrent transmis-
sion for different environmental and hardware conditions.
Our simulations show that often, 40-75% of the time, de-
pending primarily on distance and location, two pairs of
nodes can communicate concurrently. We can observe large
CTXable region even with fixed transmission power, but dy-
namic power control significantly improves concurrent com-
munications. We validate key results through experiments
over MicaZ motes with 802.15.4 radios, confirming concur-
rent transmission is possible and validating our simulation
results.

2 Related Work

A great deal of prior work has empirically studied low-
power wireless transmission [1, 4, 5, 8, 15, 17, 19, 20, 21,
22, 24]. This work has improved our understanding of the
wireless communication and also provides better communi-
cation models and metrics. However, these studies do not
consider the situation where multiple senders transmit pack-
ets simultaneously. In fact, a design goal of most current
media-access protocols is to avoid concurrent transmissions,
often within a two-hop neighborhood of the sender.

Recent work has begun to relax this assumption and ex-
plore the implications of concurrent transmission [6, 7, 14,
16, 18, 23]. In densely deployed wireless sensor networks,
concurrent packet transmission is endemic. Whitehouse et
al. [18] and Son et al. [16] were the first to systematically
explore the effects of interference and concurrent transmis-
sion, in Mica2 and MicaZ motes. However, unlike our focus
here, they both study the case where multiple transmitters
send to a common receiver. Thorough experimental study
provides useful guidelines to interference-aware protocol de-
sign and demonstrates the feasibility of concurrent commu-
nication. Reis et al. introduce two physical layer models that
provide effective prediction of the probability of packet de-
livery under interference from concurrent transmission [14].
These models are based on the RF measurements from real
802.11 testbed. Recently, Moscibroda et al. analytically and
empirically study the inaccuracy and inefficiency of protocol
design based on graph-based model [11], and analyze the
capacity of wireless network with a physical model allowing
concurrent communications [10].

Transmission power control plays a key role in
interference-aware protocol design by controlling the inten-
sity of the signal and interference strength. Even though
there have been extensive research efforts with transmission
power control in wireless communication, there are few em-
pirical studies that consider transmission power control. Son
et al. [15] study the effects of transmission power control
on wireless link quality on real sensor network testbed with
Mica2 motes. They propose a power control scheme with
link blacklisting to improve link reliability and energy effi-
ciency. Recently Lin et al. [9] proposed an adaptive trans-
mission power control (ATPC) protocol based on the em-
pirical measurements from the MicaZ motes with 802.15.4
radios [3] which reacts to the temporal change of the link
quality with explicit on-demand feedback packets. However,
both these works do not explicitly study the benefits from
transmission power control for concurrent packet communi-
cation.

3 Motivating Example

We define two (or more) transmissions as concurrently
transmittable or CTXable if they can both successfully be re-
ceived at the same time. Traditional MAC protocols such as
802.11 ensure collision-free packet communication by car-
rier sensing followed by RTS/CTS handshakes that bar com-
munication from nodes within one hop of either the sender or
receiver, while other protocols (for example, TRAMA [12])
adopt a TDMA-based schedule with two-hop neighbors in
mind. In this paper, we explore the use of channel capture
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Figure 2. Example scenario with two concurrent packet
sender-receiver pairs varying R1-S2 distance. PLy = 45,
n =4, SINRy =4, X5 = 0, N| = N, = —95 dBm, Fixed Tx
power= —10 dBm
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Figure 3. CTXability for different schemes. SINR values
are measured at -10 dBm fixed Tx power

and transmission power selection to allow CTXable commu-
nication when nodes are within range of each other.

In this section we explore how transmission power and
node location interacts to allow CTXable communication
in some cases. To introduce CTXable communication we
first use simulation to explore how transmission power and
source and destination location affects the ability to commu-
nicate.

Figure 1 showed several scenarios where both senders (S1
and S2) concurrently transmit packets to their correspond-
ing receivers (R1 and R2). We generalize this example with
variable distance between R1 and S2 in Figure 2. We de-
note the signal strength from sender i to receiver j as S;;,
and the interference it generates at the other receiver k as Ij.
We define ambient noise at each receiver as N;. Through-
out this simulation, we use the same link distance of 5 m
between each sender and receiver. Under the constant radio
and environmental parameter settings (presented in the cap-
tion of Figure 1, we only vary the distance between the R1
and S2 and calculate signal and interference value based on
an exponential path loss model (details of this model are ex-
plained in Section 4). We consider the SINR value greater
than equal to 4 as a threshold for successful communication
(i.e., SINRyg = 4) in this simulation. We consider the signals
arrived from unintended senders as interference in SINR cal-
culation at each receiver.

Figure 3 shows simulations as the S2-R2 pair of nodes
moves right and left. We compare the distance from R1 to
S2 against the SINR values of the intended transmissions
when both senders transmit at a power of -10 dBm. At this

transmission power, either communication would succeed if
it occurred separately, but here we can identify four different
regions of communication when both senders transmit at the
same time.

Starting at the right of the figure, when R1-S2 is 9 m or
further away, we call this the CSMA RTS/CTS CTXable re-
gion. Intuitively, at these distances, nodes just cannot hear
each other and so spatial reuse allows them to operate in-
dependently. With MAC protocols such as 802.11, carrier
sensing and RTS/CTS handshake are used to prevent concur-
rent transmission. The carrier sense threshold is always set
to less than equal value to the RSS which ensures successful
packet reception. We use the received signal strength (RSS)
of -91 dBm as a packet reception threshold in our simulation
(based on the empirical results with MicaZ mote). We also
choose the same RSS value as packet reception threshold as
the carrier sense threshold, which is the maximum plausible
value in this example. With lower carrier sense threshold
(which is more general setup in conservative 802.11 MAC),
the 802.11 CTX region becomes smaller. In other words,
longer than 9 m link distance between R1-S2 is required for
802.11 CTX in real implementations.

We call the next region from the right, when R1-S2 is just
less than 7 m to 9 m, CTXable without transmission power
control. Concurrent communication is possible in this region
at constant transmission power because both receivers can
capture the intended packet, since both have a higher SINR
value than SINRg at the given default transmission power.

Next, we see that with transmission power control, there
is an even more expanded CTXable region starting from
about 3 m. We will show how to select the power appropri-
ately to enable CTX in this region, in the next section. The
combined region from 3 m to 9 m thus represents the zone
where a sophisticated MAC could allow communication that
would be prevented by MACs that use CSMA and RTS/CTS,
similar to 802.11.

The next region, with R1-S2 distance starting at about
1.5 m, is a case where one sender (in this case S2) can cap-
ture the channel, but the other sender cannot communicate
successfully (only one receiver’s SINR exceeds SINRg). We
define this region as capturable region.

Finally, in the leftmost region, where R1-R2 is less than
1.5 m, neither pair can communicate. The receivers are lo-
cated too close together and neither can capture the channel.
Both receivers have SINR values lower than SINRg and their
transmissions will always collide and corrupt each other. In
this region, both senders need to increase their transmission
powers to meet the SINRg condition for successful commu-
nication. But, if one sender attempts to increase its transmis-
sion power to capture the channel, this further increases the
interference at the other receiver. The other sender requires
to increase its transmission power to overcome this extra in-
terference and it only neutralizes the benefits from the trans-
mission power control. Therefore, CTX is never possible
even with transmission power control in this region.

These different regions suggest the complex interaction
between concurrent senders. We next define and model con-
current communication more formally.
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4 Mathematical Modeling

We begin by modeling mathematically when concurrent
transmissions can occur for the case of two senders and two
receivers. For our modeling, we use the exponential path
loss model with log-normal fading [13, 24]:

PL(d)ap = PL(dy) 5, + 10nlog(d/do) + Xo,; (1)
P.(d)apm = Py, —PL(d)ap

Here P and P, are the transmission and reception power
in dBm. The sender-receiver distance is d, and d is the ref-
erence distance for path loss (PL). X, is the variance in path
loss due to multipath fading, modeled as Gaussian random
variable with zero mean and standard deviation 6;5. This
model defines the path loss and the received signal strength
(RSS) at the receiver for a given transmission power level.
4.1 Power setting for CTXability

For concurrent transmission to be possible, the received
SINR must be above the threshold for each receiver (SINRg,
for receiver r):

Y

St14p, — 1010g(10%1a8n/1 1+ 10Masn/1%) > SINRgy,, (2)
S22, — 1010g(10M2a5n /10 4 10M2a5n/1%) > SINRgy,,

For a given distance-based path loss model, such as the
one we described in Equation 1, we get the following non-
linear inequalities relating the transmission powers of both
senders, given a sender x to receiver y distance of dy, and
transmission power of P;(s) for sender s:

Fi(S1)

Y

PL(d1)+ SINRg; + 3)
1010g(10(Pt(32)—PL(d21))/10 + 10N1/10)
PL(d»)+ SINRyx+
10log(]O(Pt(Sl)pr(dlz))/l() + 10N2/10)

P(S2)

Y

We can visualize these non-linear inequalities as regions
in a plot where the axes represent the transmission powers
P,(S1) and P,(S2). The intersection of regions would then in-
dicate when both conditions are satisfied simultaneously, i.e.

when concurrent transmissions are possible. From the above
equation, we see that the shape of these regions would be pri-
marily determined by the path loss model and the inter-node
distances. Figure 4 shows these regions for three different
node topologies.

Figure 4(a) shows regions corresponding to the non-linear
inequalities for the scenario shown in Figure 2 at 10 m of
R1-S2 distance. Each line indicates the sender’s optimal
transmission power which meets the SINR threshold require-
ment at its intended receiver with equality. The line with
circles shows calculated S1’°s optimal transmission powers if
the S2’s transmission power varies between -25 and 10 dBm
as shown in the Y-axis. The region to the bottom-right of
this curve represents all combinations of transmission pow-
ers that allow receiver R1 to capture the message. The line
with crosses similarly shows S2’s calculated optimal powers
for different S1’°s transmission power selections. The region
to the top-left of this curve shows all combinations of trans-
mit powers that allow receiver R2 to capture the message.
The overlapping region, therefore, shows the combination of
transmission powers that allow for concurrent transmission
(i.e., these are the CTXable power settings).

As shown in the plots in Figure 4, the extent and the
existence of the overlapping CTXable region depends upon
the inter-node distances. In particular, compared to (a), (b)
shows a smaller CTXable region requiring higher transmit
powers as the R1-S2 distance becomes smaller; when the
R1-S2 distance is reduced even further in (c), we find that
the two regions no longer overlap.

The crossing point of the two lines in Figure 4 provides
the optimal S1 and S2’s transmission power combination,
which is the minimum transmission power setting for CTX.
We can actually solve analytically for this crossing point
(when it is possible) by treating the inequalities from Equa-
tion 3 as simultaneous non-linear equations. This yields the
following expressions for the optimal transmission power



settings for S1 and S2:
P,(S1) =PL(d11) + SINRg; + )
1010g(10(1’t(52)—1’1~(d21)/10+ 101\/1/10)
P,(52) =101og(10(PHd11)~PL(d12) +SINRe1 +N)/10 | 1oN2/10)
— 1010g(10*(SINR62+PL(‘122))/10

_ 10(PL(411)*PL(dlz)*PL(dzl)JrSlNRel)/10)

Equation 4 provides the optimal transmission power to
use for each sender S1 and S2 without exhaustive trial and
error. Optimal power setting consumes minimum energy for
concurrent communication causing minimal interference to
the network.

4.2 Topology Condition for CTX

We can get some analytical insight into the impact of
topology by deriving a necessary and sufficient condition for
CTXability. In order to ensure that the simultaneous non-
linear equations have a bounded solution, it can be shown
that the following topology condition is necessary and suffi-
cient (this condition ensures that the logarithm in equation 4
has a positive argument):

SINRg;+SINRg, < (5)
PL(d]z) —PL(dl 1) +PL(d21) — PL(dzz)

Adopting the exponential path loss model from Equa-
tion 1, this can be written as:

SINRoy +SINRe>» < 10n(log(12) +10g(2L)) (6
dn dx»

Let us define the location flexibility If; for each sender i
as the ratio of the distance between a sender and its intended
receiver to the distance between a sender and its unintended
receiver (i.e., interfered node). Thus If| = Z—:? and If, = %.
The If value indicates the endurance level to the additional
interference and noise under concurrent transmission. De-
pending on the [f value of each sender (the higher the better),
the possibility of CTX and the area of the CTXable second
sender location changes. This can be seen in Figure 4.

4.3 CTXability with limited power range

We have now shown how to determine optimal transmis-
sion power for concurrent transmission: evaluate the topol-
ogy condition to determine if CTXability is possible (Equa-
tion 5, and if so, compute the optimal transmission powers
with Equation 4). Real hardware, however, has limited con-
trol over transmission power in terms of supported range and
granularity. If the optimal power computed above is sup-
ported, we are done. If not, we next consider how to adapt
to constrained choice of power settings:

If either optimal transmission power level is greater than
that supported by the hardware, CTX is not possible.

If either one of the optimal transmission powers is lower
than supported power range, we set the transmission power
of this node to the minimum supported transmission power
for that node and calculate the transmission power of the

-50m om 50m

S11

Figure 5. Simulation topology: two sender-receiver pairs

other sender with Equation 4. CTX is possible only if the
calculated transmission power is within the supported power
range.

If both selected transmission powers are below the sup-
ported minimum power levels, we select the one with higher
difference between the optimal transmission power and its
minimum supported power (let’s call this first sender). It at-
tempts to send at its minimum supported power level, and we
compute the other required transmission power accordingly.
If this exceeds its range, CTX is not possible. Otherwise we
use the suggested power for the second sender, or bring it to
the minimal supported range if it was lower than what is sup-
ported. This is because the increase of the second sender’s
transmission power level to its minimum supported power
range is still less than the increase of the first node’s trans-
mission power. Therefore, the first sender can tolerate the
increase of the second sender’s transmission power level.

The basic rule is that the increase of the same amount
of transmission power for both CTXable senders from the
CTXable power level always allows CTX at their new trans-
mission power level, if new power levels are supported. This
is because the effect from the noise decrease at higher trans-
mission power or higher received power level. Therefore, the
same amount of signal and interference increase always ends
up with higher SINR at the receiver.

4.4 Summary

To summarize, the following are the two controllable fac-
tors that play an important role in CTXability. First, CTX-
ability depends on the location flexibility. Higher location
flexibility increases the possibility of CTX, represented by
a greater gap between the two lines in S1 and S2’s opti-
mal power plot. Second, CTXability depends on the trans-
mission power flexibility, which means the range of con-
trollable transmission power (i.e., the minimum and maxi-
mum transmission power level). Higher transmission power
flexibility improves the CTXability by increasing the chance
of meeting the required CTXable transmission power for
each sender. Therefore, we can expect higher CTXability
from higher flexibility from location and transmission power
range.

5 Simulation

In this section we analyze the feasibility of concurrent
packet transmission through systematic simulations to un-
derstand the effects of user controllable and radio parame-
ters such as node position, SINR threshold (SINRy), range
and granularity of transmission power control), and uncon-
trollable and environmental parameters like path loss expo-
nent (n), and the variance in path loss due to multipath fading
(Xs) on CTXability.



50

40
30

20

10

P A I P
1
'
'
'
'
'
'
'

S2 location (m)
|

o
S2 location (m)
|

o

i i i _50
20 30 40 50 -50 -40 -30 -20 -10 0
R2 location (m)

- IR
-40 -30 -20 -10 0
R2 location (m)

(a) Area index

(b) Collision Region

10 20 30 40 50

(c) Example for each area index

Figure 6. Simulation result example with area index: fixed transmission power of 10 dBm for (a) and (b). S1,R1 =

(—10,0),n =4, SINRg = 4, X5 = 0

5.1 Methodology

When we simulate a specific topology for a CTXability
test, the main variable parameter of interest is the relative po-
sitions of the senders and receivers, rather than exact node
locations. To make exploration of the topology space man-
ageable, we consider only four nodes (two senders and two
receivers) and place them on a line over 100 m as shown
in Figure 5. Even with this simple line topology we can
test large number of distance combinations; we will consider
more general 2D topologies in our future work. To charac-
terize the topology we name the two sender-receiver pairs
S1-R1 and S2-R2. We define the origin of the line as the lo-
cation of the receiver R1. In each simulation we position S1
and R1 and then vary the locations of S2 and R2, testing for
CTXability. We typically fix other parameters (S1-R1 dis-
tance, transmission power, and noise) then plot CTXability
as a function of locations of S2 and R2, showing the mini-
mum required transmission power of either S1 or S2 for con-
current communication.

Our tested CTX related parameter values change for dif-
ferent hardware (especially radio, antenna) and environmen-
tal conditions. Because there are many parameters to ex-
plore, we generally hold all fixed but one for each section.
We always use ambient noise N of —95 dBm and path loss
at reference distance PL(dy) = —35, and the following is the
most common setup for other parameters: path loss exponent
n=4, SINRg = 4 dB, X; = 0 dB. Our radios are modeled
on the Chipcon CC2420 RF transceiver, an 802.15.4 radio
widely deployed in the MicaZ and Telos-B motes. When we
consider controllable transmission power, we normally limit
them between —25 dBm and 0 dBm as with this radio.

5.2 Defining Regions of Placement and the
CTXable Ratio

To simplify discussion, we begin by presenting an exam-
ple and showing potential relative placement of the two pairs
of nodes. Figure 6(a) shows one set of simulation results. In
this paper, we list the locations of sender and receiver in or-
der in parentheses (in meters on the line) followed by sender
and receiver id. This figure shows a sample simulation re-
sult when both senders use a fixed transmission power level
of 0 dBm and S1,R1 = (—4,0). X-axis shows the R2 loca-

S2 location (m)

-50- i i i i ; ; i
-50 -40 -30 -20 -10 0 10 20 30 40 50
R2 location (m)

Figure 7. CTXable regions with different fixed transmis-
sion power levels. S1,R1 = (—4,0), n = 4, SINRy = 4,
Xs=0

tion in meters and Y-axis shows the S2 location. S1 and R1
locations are fixed for each simulation set.

To compare CTXability with an RTS/CTS-based protocol
we bound the nominal communication range (without col-
lision) with horizontal and vertical lines. Vertical lines indi-
cate the one-hop area around R1 that would be blocked by its
CTS, and horizontal lines show the same region around R2.
We define collision region as the region where concurrent
packet transmission is prohibited by RTS/CTS-based proto-
col to avoid packet collision. Each sender only transmits a
packet when its intended receiver is located within its com-
munication range. Therefore, the actual collision region is
smaller than the whole areas within two vertical and hori-
zontal lines. Figure 6(b) shows an example of traditional
collision region when S1,R1 = (—4,0). For each simulation
S1 and R1 locations are constant and the collision area is set
based on these static node locations.

Figure 6(a) shows two dark CTXable regions. These
regions let us quantify the benefits of CTXability. We define
CTXable ratio as CTXable region within collision region.

CTXableratio = CTXable region | Collision region
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This ratio reflects the fraction of area where a MAC pro-
tocol that supports concurrent transmission can send when a
traditional MAC protocol would prohibit concurrent commu-
nication. A larger CTXable ratio potentially allows greater
overall network throughput and more spatial reuse.

Next, to explain why these regions are CTXable, Fig-
ure 6(c) shows twelve different configurations of S2 and R2
relative to S1 and R1, and labels each with a three letter code.
The first two letters of each code indicate the location of S2
and R2 relative to S1-R1: I means inside S1-R1, S means
outside S1-R1 on S1 side, R means outside S1-R1 on R1
side. We use the third character to indicates the direction of
the S2-R2 communication, if necessary: A is away from S1,
T is towards S1, or * is either.

Returning to Figure 6(a), we see that the regions which
are CTXable are typically RR* or and SS*, where S2-R2 are
on either side of S1-R1. They must be far enough away not to
interfere: CTX is possible when S2-R2 are at 7 m and 12 m,
and fails when they are at 2 m and 7 m. These are similar
cases as Figure 1(b) and (c). However, here we can see all
possible combinations of distance for successful concurrent
packet communication. We broaden this discussion as we go
to consider other parameter settings and node locations.

5.3 Fixed Transmission Power Cases

Many protocols are designed assuming that nodes always
transmit at the same power, because some radios do not sup-
port and protocols do not exploit power control. We consider
fixed transmission power here, and generalize to controllable
power in the next section.

Figure 7 shows CTXability as S2 and R2 move for three
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Figure 9. Comparison of RSS from S1 and S2. S1,R1 =
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fixed transmission power levels of —20, —10, and 0 dBm.
We hold all other parameters constant as the caption shows.
This figure shows that the CTXable region is larger at higher
transmission powers. As transmission power grows from
—20 to 0 dBm, we see the CTXable ratio grow from 0.26
to 0.44.

The CTXable ratio grows for larger powers because the
higher interference from stronger transmission is more than
offset by the increased signal strength. In addition, the larger
transmission power increases the size of collision region that
would be reserved with an RTS/CTS protocol. Considering
node placement (defined in Figure 6(c)), with fixed trans-
mission power we only see CTXability in the RR* and SS*
regions (we will later show that power control allows CTX-
ability elsewhere). This limitation is because the flexibility
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is limited when transmission power is fixed — there is no
power flexibility — so communication distance is the only
factor that contributes the signal and interference strength.
Therefore, the sender always needs to be located closer than
the interferer for every receiver to have a positive SINR value
which meets the intended receiver’s SINR threshold.

With fixed power, communication is only CTXable when
these conditions hold:

SINRg1 < lOnlog(j) 10nlog(if ) @)
11

d
SINRg, < 10nlog<d”>10nlog(1fz)
22

As this condition implies, the leftover SINR value (i.e.,
signal strength) for each communication cannot be used
to increase the CTXability in fixed power case; while we
can adjust SINR values between two receivers with distinct
transmission power settings for each sender (i.e., with power
control) to improve CTXability.

5.4 User Controllable Parameters

Users can control some aspects of their network, includ-
ing their location and their choice of radio. We next consider
CTXability when we vary these parameters.
5.4.1 Location change

One of the most important parameters is node location.
An important design consideration of any sensornet deploy-
ment is how many nodes will be deployed and where. With
stationary nodes, particular locations will allow or preclude
CTXability; when nodes moving or are randomly positioned,
we can at least characterize the probability of concurrent
communication. To systematically explore the effect of node
location we fix R1 at 0 m and move the other nodes. For
a given experiment we typically fix S1 (and so the S1-R1
distance), then test all combinations of S2-R2 placement.

Figure 8 presents CTXable regions and optimal S1 and
S2 transmission powers settings for two different S1-R1 dis-
tances of 2 m (top row) and 12 m (bottom row). Transmis-
sion power is shown as grayscale on the right and center
graphs (darker values indicate greater transmission power,
red is the darkest indicating the maximum power), and called

(15,6) for ()

out specifically for one S2, R2 case in the rightmost graphs
(8(d) and 8(h)).

In general, S1’s optimal transmission power is stable (Fig-
ures 8(a) and 8(e)) because neither S1 nor R1 move in these
simulations. However, there are some locations where inter-
ference from S2 forces S1 to increase its transmission power:
darker region in Figure 8(a), for example, S2,R2 = (4,27).
S2’s transmission power spans a much larger range (Fig-
ures 8(b) and 8(f)), mainly due to changes in the S2-R2 dis-
tance. These figures show considerable amount of CTXable
region inside the collision region: CTXable ratio values are
0.77 for an S1-R1 distance of 2 m and 0.43 for 12 m. Greater
CTXability is possible when S1 and R1 are closer because
they can communicate at lower power. In other words, longer
distances imply higher interference and lower location flexi-
bility for CTX.

Figure 8(c) and 8(g) show the S1 and S2’s optimal trans-
mission power setting for concurrent transmission both when
we relax the power control limitation (shown in filled sym-
bols) and when we have —25 dBm and 0 dBm constrained
power range (shown in empty symbols). First these figures
presents the optimal power change due to hardware limita-
tion. We can also see that at higher S1-R1 link distance
of 12 m, optimal transmission power (noticeably for S1)
increases. This is because of the worse location flexibil-
ity for S1. Lower flexibility means reduced chance of con-
current transmission under the same condition. We can see
that CTXability is greatly reduced at longer distance (in Fig-
ure 8(h)).

Finally, when we compare CTXable region in Figure 8
to fixed power (Figure 6), we see that concurrent communi-
cation is sometimes possible in the SR or RS regions with
power control. This means that S2 and R2 are on oppo-
site sides of S1-R1—sometimes S2-R2 can transmit over the
heads of S1-R1! If S2 selects an appropriate transmission
power which only increases the interference, but does not
corrupt the packet from S1, while S2 can still provide strong
enough signal strength for a packet reception at R2. This be-
comes possible with a proper transmission power setting for
each sender. Figure 9 compares the RSS from each sender at
different node location under the same SR scenario presented
in Figure 8(d), and using the optimal transmission power
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shown in this figure: —18.67 dBm for S1 and —6.77 dBm for
S2. In this case, both R1 (at 0 m) and R2 (at 10 m) receive
stronger signal strength from its intended sender, also meet-
ing SINR threshold of 2 dB. This figure visually explains
how concurrent communication is possible for this unlikely
situation with transmission power control.

5.4.2 SINR threshold

A recent work has shown that different hardware requires
different signal-to-interference-plus-noise ratios (SINRy) to
reliably send data [16]. In this section, we want study the
effects of SINRg on CTXability.

Figure 10 shows the CTXable region and CTXable trans-
mission power range for two different SINRg values of 2 and
5 (fixing S1 and R1 and -4 m and 0 m). We see that a larger
SINRg value reduces the CTXable region. A larger SINRy
reduces the power flexibility of both senders, since each must
have greater “headroom” to successfully communicate (due
to the summation of SINR thresholds in Equation 6 as shown
in Figure 10(c)). The CTXable ratio of these cases are 0.75
and 0.61 for SINRg of 2 and 5 respectively, so this loss of
flexibility translates into 14% less opportunity for CTXable
communication for this specific case.

The effect of SINR threshold value changes under dif-
ferent communication environments. When we reduce the
path loss exponent from 4 to 3, the CTXable ratio differ-
ence increases to 0.25 (0.77 and 0.52 for SINRg of 2 and 5
respectively). Lower n value decreases the signal strength
difference at the same link distance and the link distance be-
tween the sender and interferer need to be greater for the
same SINRg. In other words, the same SINR gap (or loca-
tion flexibility) covers larger distance (or region). Therefore,
SINR threshold plays more significant role under lower n
value situation. This simulation shows that the impact of
SINR threshold change (due to hardware differences) can-
not be ignorable, and it varies under different environmental
conditions.

5.4.3 Comparing Fixed and Dynamic Power Control

Now that we understand the effect of node location, we
next quantify the advantage of dynamic power control over
fixed transmission power. To do so we compare the relative
sizes of CTXable region with and without power control at
three different S1-R1 distances: 5 m, 10 m, and 15 m.

Figure 11 compares the CTXable region with fixed power
control (the dark gray regions) with the additional area added
with dynamic power control (the light gray regions) when
the S1-R1 distance is 15 m. For the fixed-power case Sl
sends at the maximum transmission power of 0 dBm, since
this provides the largest CTXable region (Section 5.3). In
this case the CTXable ratio is 0.22 without power control
and 0.36 with power control; when the S1-R1 distances are
5 m and 10 m we see similar tendencies (fixed vs. dynamic
CTXable regions of 0.42 vs. 0.63 at 5 m and 0.33 vs. 0.48
for 5 m and 10 m, respective).

From this comparison and the simulation results pre-
sented in previous sections, we conclude that power control
provides significantly greater CTXability than fixed power
control for a given topology. The CTXable region differ-
ence with and without power control becomes greater when
the S1-R1 distance is greater the location flexibility becomes
much worse at longer link distance, and the fixed power
scheme cannot overcome this because it does not have any
power flexibility like dynamic power control case.

5.4.4  Power control granularity

We have also simulated the effects of the granularity of
transmission power control. The Chipcon CC1000 supports
transmission power levels between —20 dBm and 10 dBm,
selectable at 1 dBm increments across most of this range.
The newer Chipcon CC2420 provides a similar range (from
—25 dBm to 0 dBm), but it support only 8 distinct settings
over this range (—25,—15,—10,—7, —5,—3,—1, and 0 dBm).

We compare the simulation results between the case with
8 levels and 25 levels of finer transmission power control at
the same —25 dBm to 0 dBm power range. Finer level of
transmission power control slightly increases CTXable re-
gion (about 3% in CTXable ratio) with more possible trans-
mission power combinations in general, and it also lowers
the transmission power for some CTXable locations. There-
fore, we can expect some minor benefits to the CTXability
and energy consumption with finer transmission power con-
trol.

5.5 Uncontrollable and Environmental Pa-
rameters

While some parameters are under user control, wireless
propagation itself is known to be highly variable and unpre-
dictable. We next consider CTXability as we vary path loss
exponent and path loss variance from the exponential path
loss model with log-normal fading (presented in Equation 1).

It is well known that this model only approximates wire-
less propagation, so we supplement these results with testbed
experiment in Section 6.

5.5.1 Path loss exponent (n)

Propagation environment distinguishes received signal
strength and quality for the same hardware at different node
locations in wireless communication. The path loss expo-
nent n is a primary parameter that determines signal strength
in different communication environments. According to the
prior study [13], different environments are modeled by path-
loss exponents from 1.6 to 6. A larger n increases the path
loss, decreasing the viable reception distance and, for a given
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distance, decreasing the received signal strength and interfer-
ence.

Figures 12(a) and 12(b) compare CTXability with path
loss exponents (n) of 3.5 and 4.5. Note that the lower n cor-
responds to a larger effective transmission range, as shown
by the dashed line box indicating the collision region. When
we compare Figure 12(a) with Figure 12(b), we can clearly
see the difference in CTXable location between these two
cases, but not in the CTXable ratio value. We observe the
same CTXable ratio of 0.56 from both cases with different
path loss exponent of 3.5 and 4.5.

When we compare the possible transmission power com-
bination in 12(c), we can see the higher n value increases the
minimum transmission power for CTX (transmission power
for S1 and S2 respectively changes from -26.8 dBm and -
21.3 dBm to -19.9 dBm and -12.4 dBm) because it reduces
the communication range at the same transmission power
level, but higher n value also increases the possibility for
CTX by increasing the effect of location flexibility in right
side of Equation 6.

Even though higher n value can increase CTXable re-
gion (according to Equation 6), this advantage comes to-
gether with higher transmission power requirement for CTX
at the same topology. Therefore, higher path loss expo-
nent can increases CTXable region only when it supports
increased transmission power requirement. However, trans-
mission power range is very limited especially with low-
power wireless networks in general.

On the contrary, lower n value decrease the minimum
transmission power required for CTX, but if the path loss ex-
ponent value becomes too low, it greatly reduces the location
flexibility (i.e., distance effect), and this can make CTXable
two communications (at higher n) non-CTXable. Therefore,
the relationship between the path loss exponent and CTX-
ability varies depends on the given location and power flexi-
bility.

5.5.2  Path loss variance: Xs

There is significant evidence that wireless channels vary
greatly over time and location [20, 21, 1, 15]. A common
way to model this variance analytically is using a zero-mean
Gaussian random variable with standard deviation o, or Xg.
Although this model does not capture all real-world behav-
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ior, we use it here to simulate controllable levels of path-loss
variance. We vary the ¢ value and compare the results in
Figure 13. This figure shows the simulation results when
we introduce non-zero X value and use randomized antenna
gain for each different node location. This figure implies that
there are wide area where the CTX is unexpected or incon-
sistently available (effectively gray regions of CTXability).
In addition, we observe that cross-pair communication,
where S2-R2 surround S1-R1, are more prevalent at higher
path loss variance. We can observe the SR type communi-



50

40

30

20

S2 location (m)
o

-40

_50 i | I I
-50 -40 -30 -20 -10 0
R2 location (m)

Figure 14. Capturable Regions. S1,R1 = (—4,0), n =4,
SINRg =5, X6 =0, Tx power = 0 dBm

cation at X = 2 (in Figure 13(a)), and both SR and RS type
communication at X = 4 (in Figure 13(b)). But, there is
no cross-pair type communication for the same configura-
tion (shown in Figure 10(b)) without path loss variance. We
conclude that, in practice, CTXability will depend strongly
on current environmental conditions.

5.6 Capturable Region

We mainly discussed about CTXable region in our simu-
lation results. However, we observed large portion of power
settings that allows only one successful communication un-
der concurrent packet transmission (for example, we can see
large S1 or S2 capture power settings in Figure 4). Under-
standing capturable situation is meaningful for both unicast
and especially for broadcast communication.

Figure 14 presents CTXability obtained from the simu-
lation with two concurrent packet senders S1 and S2, with
corresponding (only for unicast communication) receivers
R1 and R2. Both senders use a fixed transmission power
of 0 dBm, which simulates the maximum power available
for MicaZ motes. We indicate different types of capture re-
gions in different colors. First, black color shows unicast
capture region where at least one of unicast communications
(S1-R1 or S2-R2) is successful; this combines both S1 and
S2 capturable regions. Unicast capture regions cover 90%
of the collision region. Gray color indicates the broadcast
capture region where transmitted packet can be received by
any neighbor node (i.e., either R1 or R2). This shows packet
capture region under broadcast type of communication. This
corresponds to 97% of the collision region (black region is a
subset of gray region). Light gray color shows the collision
region which does not allow any successful communication.
There are only 3% of the collision region in which actual
packet collision happens.

This simulation result implies that we can expect signif-
icant number of successful packet delivery under the tradi-
tional packet collision situation if MAC provides appropriate
functionalities for concurrent packet communication (such
as [18]).

6 Testbed Experiments
While the simulations in Section 5 are invaluable at sys-
tematically exploring the parameter space, multiple empiri-
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Figure 15. MicaZ experiment topology with two sender-
receiver pairs. Experimented S1 locations: loc1-loc10 for
scenario 1 and locl-loc3 for scenario 2

cal studies suggest that analytic models do not capture the
complexity in wireless propagation [1, 15, 20, 21].

We therefore next study key parameters in a testbed with
real sensor nodes to verify the findings of our simulations.
We use low-power MicaZ motes equipped with CC2420
radios [3] to measure the received signal and interference
strength and to test the CTXability under concurrent packet
transmission situation with different node topologies. The
main objective of our experimental study is to demonstrate
the feasibility of concurrent transmission in the real systems.

6.1 Methodology

Our testbed experiments follow the methodology of re-
cent studies of concurrent transmission [16]. Like our simu-
lation study, we use two sender-receiver pairs of nodes, S1-
R1 and S2-R2. To coordinate the senders, our experiments
add a fifth node, the synchronizer, that transmits a a packet to
synchronize the concurrent packet senders. We disable car-
rier sensing and random backoff functionality from the MAC
layer to allow concurrent packet transmission from multiple
senders.

We consider two scenarios, outside and inside, as shown
in Figure 15. In the outside scenario S2 is always outside
the S1-R1 pair, and S2 moves. We vary the S2-R2 dis-
tance, considering ten different positions of S2, roughly ev-
ery 60 cm. This scenario corresponds to cases SR and RRA
in Figure 6(c). In the second experiment, inside, we place S2
between S1 and R1 so that the S2-R2 communication crosses
S1-R1. We then move R2 to three positions, from 1 to 3 m
beyond R1; this corresponds to the case IR.

The MicaZ supports 8 different transmission power levels
from —25 to 0 dBm. For each position experiment, we first
measure the signal and interference strength with 10 packets
and then test the CTXability with 25 concurrent packet trans-
missions for every 64 different combinations of two senders’
transmission power settings. We repeat the same experiment
twice for each topology to verify that the results are consis-
tent; the results were similar and we show only one experi-
ment here due to space limitation.

6.2 Results from the Outside Scenario

Figure 16 shows the ability of nodes in our testbed to
concurrently communicate (CTX) or capture the channel in
our experiments at eight different locations of S2 (out of 10
due to space). Each figure shows 64 different CTXability
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tests with power of each of the two senders on each axis.
These are all supported power combinations from two MicaZ
senders. Results of each test are shown by different sym-
bols: filled circles are CTXable, while empty triangles or
squares indicate capture by S1 or S2, and Xs indicate colli-
sions where neither receiver can capture data.

To compare our experiments with simulation, we pre-
dict the CTXable power settings through simulation and plot
these as two lines (as in Figure 4). The simulations require
parameters for the channel propagation model that we do not
know, so we use actually measured path loss at each loca-
tion using the data presented in Figure 17(b). We also used
observed values for SINR threshold (2 dB for MicaZ) and
ambient noise level for each node (—96.3 dBm for R1 and
—96 dBm for R2). We can see that our simulation results
provides very close match of experimentally observed CTX-
ability. We will discuss the implication of this in Section 7.

Nine out of ten configurations supported concurrent com-
munications at some power settings. Only R2 placement at
0.6 m (very close to R1) was unable to concurrently com-
municate. This experiment demonstrates the large opportu-
nity for concurrent transmission if MAC support for packet
capture and appropriate power selection was available, and
RTS/CTS was revised. Nevertheless, current MAC proto-
cols would prohibit many of these opportunities to transmit
in their carrier sense checks or through an RTS/CTS hand-
shake.

Figure 17(a) summarizes these experiments by comparing
the number of power configurations that support CTXabil-

ity, capture, or collision out of the 64 possible power com-
binations at each location. In some ways this the fraction of
CTXable power combinations is not a useful metric, since an
intelligent MAC would not select transmission power ran-
domly, but instead could select whatever power level was
best (so ideally, even a single CTXable configuration could
be exploited). However, the percentage of CTXable config-
urations does characterize the level of flexibility in select-
ing transmission powers, the probability of a given outcome
(CTX, capture, or collision) with a fixed power scheme, and
perhaps the degree of tolerance to environmental noise and
interference for each location.

We can also see from Figures 16 and 17(a) that even if
two transmissions are not CTXable, almost always one or
the other can be delivered with the capture effect. The SINR
threshold of the MicaZ around 2 dB [16]. The low num-
ber of collisions in this experiment shows that it is rare for
RSSs from both senders to fall within this 2 dB range. In
our experiments, only 3% of power configurations resulted
in collisions. This observation confirms our simulation re-
sults presented in Section 5.6. Older radios sometimes have
larger SINR thresholds (the 2 to 6 dBm of the Mica2 [16])
and so may show larger collision regions.

To measure the effect of location on the signal and inter-
ference strength we plot the measured RSS and SINR values
at fixed power level. (We expect the relationship to be incon-
sistent based on experience.) Figure 17(b) shows the mea-
sured received signal strength (RSS) for each pair S11, S22,
112, 121 at fixed transmission power level of —5 dBm, and
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Figure 17. Experimental results at different S2 locations with variable transmission powers.

Figure 17(c) shows calculated SINR value at each receiver
based on these measurements. First, we can see that mea-
sured RSS does not always correspond to link distance as we
expect. This variation is due to environmental factors such
as multi-path reflections.

We show the topology condition (the difference between
the right hand side and the left hand side of the inequality in
Equation 5) as the solid line. A positive value means topol-
ogy condition is satisfied and the communication may be
CTXable; as we can see this condition is only negative when
S2 is 0.6 m, consistent with our findings in Figure 17(a). In
Figure 17(c) we can observe one of the receiver does not sat-
isfy 2 dB SINR threshold at the following three S2 locations:
—3 m, —1.2 m, and 0.6 m. However, concurrent communi-
cations become possible with power control for every exper-
iments other than S2 location at 0.6 m.

Figure 17(d) shows the optimal (i.e., minimum) trans-
mission power selected for each sender S1 and S2 for con-
current communication based on our experiment results, to-
gether with optimal transmission power selected from our
proposed formula (Equation 4), but with limited power range
between -25 dBm and 0 dBm at 1 dBm intervals. We can
see that experiments with S2 locations at -3 m, -1.8 m, and
-1.2 m, which have much higher SINR at R1 (shown in Fig-
ure 17(c)), use higher optimal transmission power for S2
to redistribute leftover SINR (i.e., signal strength) value to
make CTX possible. We can also see that the simulated opti-
mal power matches our experiments. There is a difference in
the plot, but this is coming from the limited power level sup-
port from our tested nodes (MicaZ), and nodes can choose
the same power level as actual experiment based on simula-
tion results.

6.3 Results from the Inside Scenario

In the second scenario in Figure 15(b), we place S2 inside
the S1-R1 pair. Experiment results (presented in Figure 18)
show that CTX is possible even with this configuration if
nodes can control their transmission power. We observed
that CTX is possible when R2 was at 2 m or 3 m in our ex-
periments (presented in Figure 18(a)). However, we could
not see any concurrent communication when R2 was at 1 m.
This confirms what is predicted in simulation based on mea-
sured path loss; From Figure 18(b) we can see that topol-
ogy condition fails only for location 1 m. This final case
illustrates that locations, fails to satisfy topology condition,
and limited transmission powers prevent CTXability in some
cases.

These two testbed experiments confirm our key simula-
tion results: first, that concurrent communication is highly
probable in many previously restricted cases with traditional
802.11 like medium access control. Second, complete colli-
sions and full corruption of both packets is rare and often at
least one sender can capture a packet. Finally, controllable
transmission power significantly improves CTXability.

7 Making CTXable Decisions in Practice

Section 4.3 described how we select optimal transmis-
sion powers to enable CTXablity when possible in simula-
tion. Making this decision in practice is considerably more
difficult for several reasons: the decision must be made at
distributed nodes with little or no communication, node lo-
cation is likely unavailable or inaccurate, and noise levels
are constantly changing. Even if locations are known, dis-
tance is not an accurate estimator of signal and interference
strength as we observe in our testbed experiments and others
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have observed in the past [1, 15, 20, 21].

However, if we can actually measure the path loss at a
given location, we can avoid these real-world complexities
and use this measurement directly our proposed formulae
(Equation 4 and 5). This simplification is possible because
these model parameters are used only to estimate path loss.
Actual path loss information can be collected with a single
RSS measurement at any transmission power level (path loss
= Tx power — RSS), suggesting that a CTXable decision is
feasible in real systems.

Our initial testbed experiments suggest a close match be-
tween simulation and testbed experiments (Figure 16). We
are currently exploring a practical MAC that supports CTX-
ability based on our findings in this paper.

8 Conclusions

In this paper we have presented the first effort to quan-
tify the opportunity for concurrent communication in low-
power wireless networks. We proposed a simple rule to de-
termine when communication is CTXable and to select op-
timal transmission power given global knowledge or with
measured path loss. Through simulation we systematically
explored the parameter space, varying node position, mean
and variance of path loss, signal-to-interference-plus-noise-
ratio (SINR) threshold, range and granularity of transmission
power control. We verified the key results of our simulations
through testbed experiments with MicaZ motes, demonstrat-
ing that concurrent communication is often possible and cap-
ture by at least one receiver is almost always possible.
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