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Can we learn from distributed data respecting privacy?

image courtesy: https://blog.ml.cmu.edu/2019/11/12/federated-learning-challenges-methods-and-future-directions/

Learn a model over all the data without sharing data?

https://blog.ml.cmu.edu/2019/11/12/federated-learning-challenges-methods-and-future-directions/
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Federated Learning
Learning without sharing data!

• No data shared among data sources
• Training is pushed down to data sources
• Sources share parameters (e.g., gradients)

Challenges
• Efficient learning
• Privacy/Security
• Heterogenous environments in

• Computational power
• Data distributions (size, target 

classes)
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Private Federated Learning

...

Learn a Neural Network without sharing data

Encrypted Transmission
(of model parameters)

Encrypted 
Computation

Data never 
leaves sites
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Federated Model Outperforms any Local Model:
Uniform Data Amount, IID

All sites incentivized to join!
Federated Learning Environment
• 8 sites
• Domain: BrainAge, 

predict age from MRIs
• Data Amount: Uniform, 

equal number of samples 
per site

• Data Distribution: IID
• Model: 5-CNN 
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Federated Model Outperforms any Local Model:
Skewed Data Amount, Non-IID

All sites incentivized to join!
Federated Learning Environment
• 8 sites
• Domain: BrainAge,

predict age from MRIs
• Data Amount: Skewed, 

different number of 
samples per site

• Data Distribution: Non-IID
• Model: 5-CNN
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CIFAR-10

CIFAR-100

Extended MNIST (62 classes) 

Federated Training Policies on 
Benchmark domains
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Predicting Brain Age 
from MRI Scans
● Dataset: UK Biobank
● Data Distribution: Non-IID (diverse 

age ranges across learners)
● Computational Environment: 8xGPU
● Model: 5-CNN
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Predicting Alzheimer's Disease from MRIs

• Federated similar performance to Centralized  
• 3D-CNN Neural Model
• Pretraining helps 

(sex prediction from MRI on UK Biobank)
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CKKS Homomorphic Encryption (Optimized), low time overhead (~7%)
Same learning performance with and without encryption

CIFAR10, 2D-CNN
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Same learning performance with and without encryption

BrainAge: 
3D-CNN 
Model
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Private Federated Learning

...

Learn a Neural Network without sharing data

Encrypted Transmission
(of model parameters)

Encrypted 
Computation

Data never 
leaves sites
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• Since the federated controller aggregates models using homomorphic 
encryption and data is transmitted through secure channels, data is 
kept private at the controller and outside the federation.

• However, an honest, but curious site may attack the neural model:
– Model inversion: data memorized in the model, usually not very successful 

since global model aggregates many local models
– Membership Inference Attack: A site participating in a federation studying a 

sensitive topic (e.g., schizophrenia, HIV in the brain, …) may be curious if one 
of the subjects they have data on (e.g., an MRI), but not provided to the 
federation, participated in training that federated model at other sites. 
Unacceptable privacy violation.

Membership Inference Attacks
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Membership Inference Attacks on 
Unprotected Federated Models are very Successful
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Defeating Membership Attacks

Membership 
attack 

success %
(lower is 
better)

Task Error
(lower is better)
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Private Federated Learning

...

Learn a Neural Network without sharing data

Encrypted Transmission
(of model parameters)

Encrypted 
Computation

Data never 
leaves sites
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• Easily deployable, containerized Private Federated Learning architecture
• Fast convergence, energy-efficient, heterogeneous domains
• Same learning performance with and without encryption, low overhead
• Enforcing privacy while maintaining learning performance

– Limit information leakage via gradient noise and "unique gradient info"

• Biomedical domains:
– Critical need for federated learning: private, distributed datasets
– Great potential: clinical diagnosis, prognosis, drug development
– Good predictive power for Alzheimer’s Disease, working on Parkinson’s Disease

• disease classification, predicting cognitive scores, cognitive decline, prognosis from MRI+

• Ongoing: model compression/sparsification

Private Federated Learning
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Publications
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Pediatric Research using Integrated Sensor Monitoring Systems (PRISMS) 
Data and Software Coordination and Integration Center (DSCIC )

• Big data integration & analytics
• Novel statistical/ML methods
• prisms-study.org
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