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ABSTRACT
This paper presents the design of a new Internet rout-
ing architecture (NIRA). In today’s Internet, users can
pick their own ISPs, but once the packets have entered
the network, the users have no control over the over-
all routes their packets take. NIRA aims at providing
end users the ability to choose the sequence of Internet
service providers a packet traverses. User choice fosters
competition, which imposes an economic discipline on
the market, and fosters innovation and the introduction
of new services.

This paper explores various technical problems that
would have to be solved to give users the ability to
choose: how a user discovers routes and whether the dy-
namic conditions of the routes satisfy his requirements,
how to efficiently represent routes, and how to properly
compensate providers if a user chooses to use them. In
particular, NIRA utilizes a hierarchical provider-rooted
addressing scheme so that a common type of domain-
level route can be efficiently represented by a pair of
addresses. In NIRA, each user keeps track of the topol-
ogy information on domains that provide transit service
for him. A source retrieves the topology information of
the destination on demand and combines this informa-
tion with his own to discover end-to-end routes. This
route discovery process ensures that each user does not
need to know the complete topology of the Internet.

Categories and Subject Descriptors
C.2.1 [Computer-Communication Networks]: Net-
work Architecture and Design; C.2.2 [Network Proto-
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cols]: Routing Protocols

General Terms
Design, Economics

1. INTRODUCTION
This paper is concerned with the question of how In-

ternet traffic is routed at the domain level (at the level
of the Autonomous System (AS)1) as it travels from
source to destination. Today, users can pick their own
ISPs, but once the packets have entered the network,
the users have no control over the overall routes their
packets take. ISPs make business decisions to intercon-
nect, and technically the BGP routing protocol [33] is
used to select the specific route a packet follows. Each
domain makes local decisions that determine what the
next hop (at the domain level) will be, but the user
cannot exercise any control at this level.

This paper argues that it would be a better alterna-
tive to give the user more control over routing at this
level. User choice fosters competition, which imposes
an economic discipline on the market, and fosters inno-
vation and the introduction of new services. An anal-
ogy can be seen in the telephone system, which allows
the user to pick his long distance provider separately
from his (usually monopolist) local provider. Allowing
the user to select his long-distance provider has created
the market for competitive long distance, and driven
price to a small fraction of their pre-competition start-
ing point. The original reasoning about Internet routing
was that this level of control was not necessary, since
there would be a large number of ISPs, and if a con-
sumer did not like the wide area choice of a given local
access ISP, the consumer could switch. Whether this
actually imposed enough pressure on the market in the
past might be debated. But for the consumer, especially
the residential broadband consumer, there is likely to be
a very small number of competitive local ISPs offering
service. With cable competing only with DSL, the mar-
ket is a duopoly at best (at the facilities level) and often
a monopoly in practice. So in the future,the competitive
pressures on the wide area providers will go down.

1In this paper, an AS is also referred to as a “domain”.
An AS that provides transit service is sometimes called
“a provider” or “a service provider.”



While it is only speculation, one can ask whether the
lack of end to end quality of service in the Internet is
a signal of insufficient competitive pressure to drive the
deployment of new services. Certainly, there are many
consumers who would be interested in having access to
enhanced QoS, if it was available end to end at a rea-
sonable price. Such a service might have driven the
deployment of VoIP, of various sorts of teleconferenc-
ing and remote collaboration tools, and so on. If the
consumer could pick the routes his packets took, this
might entice some provider to enter the market with a
QoS offering, and a set of ISPs might in time team up
to make this widely available. But there is no motiva-
tion to offer such a service today, since the consumer
has no way to get to it. So one can speculate that lack
of competition in the form of user-selected routes is one
cause of stagnation in Internet services today.

We cannot prove this hypothesis as a business propo-
sition. Only an experiment in the real world–a real mar-
ket deployment–can reveal what users actually want,
what creative providers will introduce, and what might
happen to pricing. But this paper takes as a starting
point that this experiment is a worthy one, and explores
the technical problems that would have to be solved to
give users this sort of choice.

We present the New Internet Routing Architecture
(NIRA) — an architecture that is designed to give a user
the ability to choose domain-level routes. A domain-
level route is a sequence of domains a packet traverses,
as opposed to a router-level route, which is a sequence of
routers a packet traverses. We emphasize domain-level
choices rather than router-level choices because user
choices are intended to stimulate competition among
providers. It does not help to create competition to
give a user choices over a domain’s router-level routes.
A domain may offer this choice to users according to its
own policies. NIRA neither mandates a domain to do
it, nor prevents a domain from doing it. We focus our
discussion on domain-level choices. In the rest of our
paper, without explicit explanation, a “route” refers to
a domain-level route. The word “a user” in this paper
refers to an abstract entity. It is not necessarily a hu-
man user. It could be a piece of software running in
a human user’s computer, making route selections ac-
cording to user configured preferences. We view it as
a rather separate component, and will not discuss the
design of it in this paper.

Many design problems arise from enabling this abil-
ity. The most obvious one is: how does a user dis-
cover a route so that he can use it? The physical struc-
ture of the Internet and the transit policies of each do-
main together determine the set of possible domain-level
routes between two end users. Routes, in this sense,
change slowly. We sometimes call such routes “static
routes.” In contrast, the dynamic conditions of a route
may change frequently. We use “route availability” to
refer to whether the dynamic conditions of a route sat-
isfy a user’s requirements, such as whether a route is free
from failures, or whether a route has sufficient avail-
able bandwidth. Intuitively, if mechanisms for static
route discovery are also required to supply route avail-

ability information, there will be less variety in design
choices. Therefore, we separate the design problem of
route availability discovery from that of route discovery.

The next problem to address is route representation.
Users must specify their route choices in packet headers.
So how should routes be represented?

Finally, in a commercialized Internet, if a provider
cannot be properly compensated, it has little motivation
to forward packets according to a user’s route specifica-
tion. Thus, the design of an architecture should take
into consideration how a provider is compensated if a
user chooses to use its services.

We narrow down the solution space by identifying sev-
eral key design requirements:

• Scalability. With the fast growth of the Internet
and the possibility that millions of small devices
will be connected to the Internet, we require that
no single routing component has bandwidth, mem-
ory, or processing power that scales with the num-
ber of users on the Internet.

• Robustness. This requirement has two compo-
nents. First, if a route is unavailable, a user should
be able to find an alternate route within a few
round trip times if it exists. We think this fail-
over time is reasonable for Internet applications.
Second, the failures, mistakes, or malicious behav-
iors of one routing component should not have a
global impact.

• Efficiency. The various overheads added for sup-
porting domain-level route selection should be min-
imized for common case.

• Heterogeneous user choices. Individual users in
the same domain should be allowed to choose dif-
ferent providers. If a local provider connects to
multiple wide area service providers, users of the
local provider should be allowed to choose wide
area providers of their own choices.

• Practical provider compensation. Provider com-
pensation should not require per-packet detailed
accounting or micropayment [29]. We think these
schemes have little market appeal.

Researchers [35] [44] have proposed using a domain-
level link state protocol to distribute the topology infor-
mation of the Internet and the transit policies of each
domain. In these proposals, the border router of a do-
main or a specialized server in a domain keeps track of
the topology information and transit policies of each do-
main, and makes route selections for users. These pro-
posals do not satisfy our design requirements. To sup-
port heterogeneous user choices, it is insufficient to spec-
ify transit policies at the granularity of domains. For
example, if a local provider interconnects with UUnet,
but a user in the local provider’s network does not sign
a business agreement for UUnet’s service, then pack-
ets destined to the user cannot be sent through UUnet.
Hence, it is necessary to specify transit policies at the
granularity of individual users. It is not scalable to keep



this amount of information at a single router or a server.
For this reason, we can not adopt the previous propos-
als.

NIRA divides the task for route discovery between
the two halves, source and destination, so that each half
only needs to know his part of the network as the net-
work grows. Each user discovers topology information
on domains that provide transit service for him accord-
ing to contractual agreements. We call those domains a
user’s providers. The source retrieves topology informa-
tion on the destination’s providers on demand. Combin-
ing these two pieces of information, the source specifies
a route to reach the destination. This route discovery
process does not require a single router or a server to
keep the topology information and transit policies for
every user. The tradeoff is that users may spend extra
round trip times for route retrieval. Since we deliber-
ately separate the dynamic route availability discovery
from route discovery, routes retrieved on demand can
be cached for later use. We expect that caching will
amortize the overall cost on round trip times.

In NIRA, reactive notification and proactive notifica-
tion are used in combination to facilitate route avail-
ability discovery. If a route is unavailable when a user
tries to use it, a router sends back a reactive notifica-
tion to the user, or a user detects it via time-out. A user
may also receive proactive notifications on the dynamic
conditions of domains that provide transit service for
him.

In the current Internet, to send packets to another
user, a user only needs to find the address of the des-
tination user, and puts his address and the destination
address in the packets’ headers. Compared to the cur-
rent Internet, an architecture that supports domain-
level route selection is likely to increase the connec-
tion setup overhead for route discovery and the packet
header overhead for route representation. To minimize
the overheads, we introduce an addressing scheme such
that a common type of domain-level route can be repre-
sented by a pair of addresses. When sending a packet,
in most cases, a user only needs to pick a source address
and a destination address, and puts the two addresses
in a packet header.

NIRA suggests a practical provider compensation scheme.
Providers decide whether they would provide transit
service for a user based on contractual agreements be-
tween the user and the providers, and may install pol-
icy filters to prevent illegitimate route usage. Providers
will be properly compensated by billing their customers
based on the contractual agreements.

In the following sections, we first compare NIRA to
related work. Then we will describe in detail the design
of NIRA. We start with the description of NIRA’s ad-
dressing scheme. We then discuss route discovery, route
availability discovery, and provider compensation.

2. RELATED WORK
We organize the related work into three parts: re-

lated routing architecture proposals, route representa-
tion schemes, and current route selection technologies.

We discuss them in turn.

2.1 Routing Architecture Proposals
Nimrod [10, 36, 32] proposed a hierarchical map dis-

tribution based routing architecture. It did not address
how to fit the design into the policy-rich inter-domain
routing environment. As a result, no inter-domain rout-
ing protocol has ever evolved from Nimrod. NIRA’s
addressing, forwarding, and topology information prop-
agation schemes directly incorporate the contractual re-
lationships between different parities of the Internet.

The Inter-domain Policy routing (IDPR) [35] proto-
col was designed according to the original policy rout-
ing ideas described by Clark [13]. IDPR is a link state
based protocol. Each AS has a route server that keeps a
link state database for the domain-level Internet topol-
ogy and computes policy routes on the request of hosts.
The IDPR proposal does not handle destination poli-
cies. NIRA does not require the presence of per do-
main route servers and domain-level topology informa-
tion does not flow globally in NIRA.

In the Scalable Inter-Domain Routing Architecture [17],
the inter-domain routing contains both a hop-by-hop
node routing (NR) component and a source demand
routing (SDR) component. The NR component installs
default forwarding paths, and is similar to BGP. The
SDR component is similar to IDPR. The authors in [42]
suggested two approaches for SDR to discover routes:
Routing Information Base (RIB) query and Path Ex-
plorer. RIB query utilizes the RIBs constructed by the
NR component. Path Explorer is the technique that
a source requests an on-demand route computation to
reach a destination. Intermediate nodes do not exert
their route selection preferences but rather propagate
routes that obey their transit policies to the source. Re-
cent research has shown quite a few problems of the NR
component in the current routing system [26], [25], [22], [43],
[27]. Inserting another component into the routing sys-
tem is likely to cause more problems. NIRA has differ-
ent route discovery mechanisms and does not require a
separate routing component to establish default routes.

There are two well-known hierarchical routing schemes:
the cluster-based hierarchical routing proposed by Klein-
rock et al [24] and the landmark routing proposed by
Tsuchiya [40, 41]. Both schemes do not address inter-
domain policy routing issues and are best suited for
intra-domain routing.

IPNL [20] is a recent architecture proposal. It is
designed to solve the IPv4 address depletion problem
and the routing scalability problem, and does not ad-
dress user choices. TRIAD [12] is an Internet architec-
ture that aims at explicit support for a content layer
and has different goals from NIRA. The Wide-area Re-
lay Addressing Protocol (WRAP) in TRIAD adds a
layer on top of IPv4 to support path-based address-
ing, while NIRA is designed to handle IP layer routing
and addressing issues. The Feedback Based Routing
system [44], like NIRA, separates routing information
into topology information and dynamic information. A
domain’s access router keeps the topology information
and transit policies of the entire Internet, and performs



route selection and path monitoring. User choices are
not supported.

2.2 Route Representation Schemes
This category of related work focuses on how to rep-

resent provider-level routes and how the corresponding
forwarding mechanism works, but the work does not ad-
dress how routes are discovered and how providers are
compensated.

Dated back to the seventies, Sunshine [38] discussed
a route specification scheme using a sequence of lo-
cal port numbers (termed as “switch addresses” in the
paper) traversed by a packet to reach a destination.
Both IPv4 [31] and IPv6 [14] contain specifications for
source routing. A number of IPng proposals, including
Pip [18], SIP [16], TUBA [23], SIPP [19], all provide
loose source routing capabilities.

NIRA’s route representation scheme differs from the
previous approaches in that it leverages the policy-level
structure of the Internet, and uses a pair of addresses to
represent a common type of domain-level route. Similar
to previous approaches, NIRA uses multiple addresses
to represent more complicated routes.

2.3 Current Route Selection Technologies
As there is no global framework supporting route se-

lection, some local and small scale solutions are created
to satisfy users’ needs for selecting routes. There are
both commercial products and academic efforts.

Several companies, including netVmg, Opnix, Route-
Science, Sockeye [1, 2, 3, 4, 5], emerged to offer “route
control” services or products. “Route control” technolo-
gies can help a multi-homed site to choose the access
link to its providers dynamically. The control is limited
to dynamically selecting the next hop provider for out-
bound traffic only. The limitation of these technologies
is that they cannot choose beyond the next hop, and
usually cannot be afforded by individual consumers.

Another effort for providing alternative routes that
are different from those determined by the underlying
routing architecture is to build overlay networks. An
overlay network exploits a small group of end hosts to
provide packet forwarding and/or duplication service for
each other [6] [39] [34]. The limitation of the overlay
networks is that they are not ubiquitous. Only nodes on
the overlay network can control their paths by tunneling
traffic through other nodes on the overlay network. It
is unlikely that overlay networks can scale up to include
every user on the Internet. Besides its limited scope, an
overlay architecture is less efficient than source routing.
An overlay path may traverse duplicate physical links.

3. NETWORK MODEL, ADDRESSING,
ROUTE REPRESENTATION AND FOR-
WARDING

3.1 The Network Model
NIRA’s addressing and route representation scheme

relies on the policy-level structure of the Internet. A
domain decides whether it will provide transit services
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Figure 1: An example of NIRA’s network model
and addressing scheme.

between a pair of its neighboring domains, or for certain
address prefixes, based on its business relationships with
other domains. A domain’s decisions are reflected in the
domain’s transit policies. There are three most common
business relationships [21] between two interconnecting
domains: the provider-customer relationship, the peer-
ing relationship, and the sibling relationship2. A typi-
cal domain-level route is said to be “valley-free.” That
is, a packet sent by an end user is first “pushed” up
along its provider chain, and then flows down along the
receiver’s provider chain. There exists a densely con-
nected region of the network [37] where packets can
not be further “pushed” up. We call this region the
Core of the Internet. Outside the Core, the intercon-
nection of the network is relatively sparse, where the
dominant interconnection relationship is the provider-
customer relationship [21]. A packet does not have to be
pushed all the way up to the Core to reach its destina-
tion. Alternatively, a low-level peering link may connect
the sender’s provider chain and the receiver’s provider
chain. A packet can take the short-cut to reach its des-
tination. This model is consistent with research results
on the Internet’s structure [21] [37].

Figure 1 illustrates the network model. AS 10, AS 20,
and AS 100 are providers in the Core. Other ASes are
outside the Core. Routes 400 200 100 300 500 600

and 400 200 300 500 600 are both valley-free routes.

3.2 Addressing
NIRA uses a hierarchical provider-rooted addressing

scheme to reduce the overhead for constructing and rep-
resenting a route. A domain inside the Core is called a
“top-level provider.” Each top-level provider will be al-
located a globally unique address prefix. A top-level
provider then allocates address prefixes from its ad-
dress space to its customers. The customers in turn
allocate these prefixes to their customers. This address
allocation process happens recursively at each domain:
when a domain receives an address prefix from one of its
providers, it allocates an address prefix from the address
space of this prefix to its customers if it has any. The

2In a sibling relationship, two domains provide mutual
transit service for each other.



process of allocating an address prefix to a customer
can either be automated, or be manually configured by
network operators.

We use the phrase “route segment” to refer to a par-
tial route, as opposed to a route that connects two end
users. NIRA’s addressing scheme ensures that for any
route segment that starts at a domain, and reaches the
Core, and consists of only customer-provider intercon-
nections, there is an address prefix that uniquely iden-
tifies it. If a domain has multiple route segments to the
Core, it has multiple address prefixes.

The current design of NIRA assumes that all ad-
dresses have a fixed length L, and L = 128 bits. An ad-
dress is a concatenation of an inter-domain address and
an intra-domain address. The inter-domain addresses of
nodes in the same domain have the same length. Thus,
a node could keep a unique intra-domain address in all
its addresses, which simplifies intra-domain communi-
cation. An inter-domain address is formed by padding
a prefix allocated to a domain with zeros to the length
of its inter-domain address.

Figure 1 shows an example of NIRA’s addressing scheme.
Addresses are represented using IPv6 conventions [15],
where “::” represents variable number of zeroes. The
length of an address prefix or an inter-domain address
is specified after “/.” In this example, the top-level
provider AS 100 is allocated a unique prefix ae80::/16,
and it has an inter-domain address ae80::/96. AS 100
allocates prefix ae80:1::/32 to its customer AS 200 and
prefix ae80:2::/32 to its customer AS 300. AS 200
and AS 300 allocate address prefixes to their customers
in turn. AS 400 has two route segments to the Core,
400 200 100 and 400 300 100, and therefore has two
address prefixes, ae80:1:1::/48 and ae80:2:1::/48.
Alice is a host in AS 400, and has addresses ae80:1:1::ec
and ae80:2:1::ec; Bob is a host in AS 600, and has the
address ae80:2:2:2::6c1a.

3.3 Route Representation
We utilize the feature that an address prefix uniquely

identifies a route segment to develop a novel route rep-
resentation scheme. Valley-free routes that do not go
across a low-level peering interconnection can all be rep-
resented by a pair of source and destination addresses.
Each of these routes consists of two route segments. One
route segment is the chain of the providers that allocate
the source address; the other is the provider chain that
allocates the destination address. The two segments
either meet at a common provider, or both reach the
Core. For example, in Figure 1, the pair of addresses
ae80:1:1::ec and ae80:2:2:2::6c1a uniquely identify
the domain-level route, 400 200 100 300 500 600, be-
tween hosts Alice and Bob. Routes that can be repre-
sented in this fashion are called canonical routes. Other
routes, such as route 400 200 300 500 600, are called
non-canonical routes.

To forward a packet with such a route representation,
the forwarding algorithm needs to inspect not only the
destination address, but also the source address. From
the destination address, a router is able to tell whether
the destination domain has been reached or not. If it

has not been reached, then the router decides whether
the turn-around point has been reached or not based
on the source and the destination addresses. If the two
addresses share a common prefix that belongs to the
current domain’s address space, then the turn-around
point is reached; or if the two addresses do not share
a common prefix, but the the current domain is in the
Core, then the turn-around point is also reached. Be-
fore the turn-around point, the packet will be forwarded
“up-hill” according to the source address; after it, the
packet will be forwarded “down-hill” according to the
destination address. We term this forwarding algorithm
as “valley-free” forwarding.

A non-canonical route representation requires more
addresses. Consider the non-canonical route 400 200

300 500 600 in Figure 1 between Alice and Bob. The
turn-around point of the route is at AS 200, but the
combinations of Alice’s addresses and Bob’s address can
only represent routes with turn-around points either at
AS 100 or at AS 300. If we stick with a stateless route
representation scheme, i.e. no virtual path setup, it
is necessary to use more addresses to represent these
routes. In the worst case, a non-canonical route is rep-
resented by a sequence of addresses with each address
denoting a domain in the route. An address with an
all-zero intra-domain portion is used as the all-router
intra-domain anycast address, which can represent an
intermediate domain. However, in most cases, a non-
canonical route also has a compact representation. If
the route contains a valley-free segment that does not
go through a low-level peering link, the entire route seg-
ment could be represented by two addresses, with one
representing the starting domain and the other the end-
ing domain3. For example, the route segment 300 500

600 in the route between Alice and Bob, can be repre-
sented as ae80:2:: ae80:2:2:2::6c1a. The complete
representation for the route 400 200 300 500 600 is
ae80:1:1::ec ae80:1:: ae80:2:: ae80:2:2:2::6c1a.

A forwarding algorithm that works with such a repre-
sentation needs to inspect two consecutive addresses for
“valley-free” forwarding. However, not every two con-
secutive addresses in a non-canonical route representa-
tion denotes a valley-free segment. The two addresses
ae80:1:: ae80:2:: do not mean to represent 200 100

300. Instead, they should represent 200 300. A differ-
ent forwarding algorithm, which interprets the address
ae80:2:: as the next domain to reach, rather than the
end of a valley-free segment, should be used.

We add an extra field, Forwarding Indicator, denoted
by F to inform a router on how to interpret two adja-
cent addresses. Different values of F indicate whether
two addresses represent a valley-free route, where the
second address is the end of the valley-free route, or
two addresses represent a domain-level interconnection,
where the second address is the next domain to reach
(which we call next-domain forwarding). A route rep-
resentation in a packet header is shown in Figure 2.

A canonical route representation only contains fixed
fields, where as and ad are the source address and the

3The address for the starting domain or the ending do-
main may be omitted if that domain is in the Core



Fixed Fields
F0 as ad

Optional Fields
length pointer F1 a1 F2 a2 ....

Figure 2: A route presentation in a packet
header is shown.

destination address. A non-canonical route representa-
tion contains optional fields. Fields as and ad contain
the first two addresses, and F0 specifies the forwarding
algorithm between them. In the optional fields, length

denotes the total number of addresses in the optional
fields; pointer points to the current Fi. Field ai is the
ith address in the optional field. Preceding each ai is
Fi.

Forwarding decisions are made upon the values in
fields F0, as, and ad in a packet’s header. When a packet
has reached the current ad, the field Fc pointed to by
pointer is moved to the field F0; ac, which is the address
following Fc, is moved to ad; ad is shifted to as; values
in F0 and as are preserved at Fc and ac. Pointer is
moved to the next Fi. Return routes can be generated
by reversing the fields as and ad and the sequence of
(Fi, ai) pairs.

Suppose F = 0 indicates “valley-free” forwarding and
F = 1 indicates next-domain forwarding. As an exam-
ple, the representation for route 400 200 300 500 600

is shown in Figure 3.

Fixed Fields
0 ae80:1:1::ec ae80:1::

Optional Fields
2 1 1 ae80:2:: 0 ae80:2:2:2::6c1a

Figure 3: The representation for route
ae80:1:1::ec ae80:1:: ae80:2:: ae80:2:2:2::6c1a

is shown.

When a packet with this header arrives at AS 200, the
representation will change to what is shown in Figure 4.
The Forwarding Indicator becomes 1. A router will cor-
rectly forward the packet to the next domain ae80:2::.

Fixed Fields
1 ae80:1:: ae80:2::

Optional Fields
2 2 0 ae80:1:1::ec 0 ae80:2:2:2::6c1a

Figure 4: When a packet reaches AS 200, the
modified representation for route ae80:1:1::ec

ae80:1:: ae80:2:: ae80:2:2:2::6c1a is shown.

It is worth noting that the non-canonical route rep-
resentation shares similarity with IP’s source routing
option, where multiple addresses are used to encode a
source route. Source routing is discouraged in today’s
Internet because of the perceived security reason [8].
That is, without source routing, though an attacker can
spoof a source address, replies will be sent back to the

real host with that address. This makes impersonation
difficult. However, with source routing, an attacker can
spoof a source address and insert his address in the mid-
dle of a source route. As replies will follow the reversed
source route, an attacker is able to intercept them. If
address-based authentication is used (an address is asso-
ciated with the identify of the host with that address),
the attacker is able to impersonate the host with the
spoofed address. We argue that address-based authen-
tication provides weak security guarantees, because it
assumes that every component on the path from the
sender to the receiver is trustable. As more secure end-
to-end authentication tools are widely available today,
address-based end-to-end authentication should become
obsolete, and should not be the obstacle that impedes
the deployment of source routing.

3.4 Establishing Forwarding States
Outside the Core, border routers exchange, but do not

propagate, information on address reachability to estab-
lish forwarding states. To ensure that a packet with a
canonical route representation is forwarded along the
address allocation paths of as and ad, a customer do-
main announces to a provider only the address prefixes
allocated by the provider. A domain announces all or
selected set of its addresses to non-provider domains.

Inside the Core, a top-level provider must have for-
warding states for address prefixes of other top-level
providers. A top-level provider is not necessarily con-
nected to every other top-level provider. Thus, forward-
ing states for address prefixes of the top-level providers
will be established by a dynamic inter-domain routing
protocol, such as BGP. If a packet has a canonical route
representation, the route a packet traverses between two
providers in the Core will be chosen by the routing pro-
tocol. We call a contiguous region of the Internet that
runs an inter-domain routing protocol “a routing re-
gion.” The most important property of a routing region
is that from any domain in the routing region, there is at
least one policy-allowed route to reach any other domain
in the routing region without going outside the routing
region. Our assumption is that the number of domains
in the Core is small compared to that of the Internet.
Running a dynamic routing protocol in a small region
will not cause any performance and scaling problem.

3.5 Optimizations on Route Representation
The design choices of provider-rooted addressing and

making the Core a routing region make an efficient
route representation scheme for common case. We as-
sume that in practice, the business relationships be-
tween ASes in the Core are complicated. ASes may be-
long to different countries and have sophisticated com-
mercial contracts. Therefore, in most cases, we expect
that users do not care to choose domain-level routes be-
tween two providers in the Core, or are not allowed to
choose due to the complications of provider compensa-
tion problem, or cannot choose because there is only
one policy-allowed route. Thus, a pair of source and
destination addresses are sufficient to represent a user
selected route in most cases. In cases where a user does



not care to choose a particular domain-level routes, such
as for connections with a few packets, this route rep-
resentation is also efficient. However, a non-canonical
route still requires more than two addresses to repre-
sent. To further reduce the overhead, we introduce two
optimizations.

3.5.1 Extended Addressing
We can extend NIRA’s addressing scheme to make

more routes canonical. A global unique prefix can be
allocated to a peering interconnection. Each partici-
pating AS will be allocated a prefix from the address
space of this prefix. Each AS allocates address prefixes
to its customers using the same addressing scheme as
described in Section 3.2. Thus, a valley-free route that
contains the peering interconnection can also be repre-
sented by a pair of addresses.

To reduce the number of addresses a node has, if sev-
eral ASes peer with each other, the entire peering group
is allocated one global unique prefix, rather than one
prefix per pair. Similarly, in a sibling interconnection,
an AS allocates an address prefix to its sibling from each
prefix allocated to the AS by its providers. An AS that
does not connect to the Core can get its own address
prefix, and allocate it to its customers. More addresses
make more valley-free routes canonical.

3.5.2 Multiple Routing Regions
If in some region of the Internet, there are many non-

provider-customer interconnections, and getting more
addresses is undesirable, we can demarcate the region
as a routing region. For example, a few ASes that volun-
tarily provide transit service for each other may form a
routing region. Thus, if a user is satisfied with the route
chosen by the underlying routing protocol, he does not
have to explicitly specify the route segment in the rout-
ing region.

3.6 Feasibility of NIRA’s Addressing Scheme
NIRA’s efficient route representation scheme is brought

about by its addressing scheme. However, there are
two concerns about NIRA’s addressing scheme. First,
how many addresses will a node have? If this number
is unreasonably large, users with limited memory and
processing power are not able to handle their own ad-
dresses. Second, in the address allocation process, when
a prefix reaches an edge domain, how many domain-level
hops has it taken? If this number is large, it is impos-
sible to use a fixed-length address format. However, we
prefer a fixed-length address to a variable length one
because of its simplicity.

In theory, both numbers could be quite large. Sup-
pose there are d levels of hierarchies. At each level, a
domain has k higher level providers. Then by NIRA’s
addressing scheme, an edge domain has kd−1 address
prefixes, which grows exponentially with d. Our hy-
pothesis is that in reality, financial constraints will keep
an AS from having an unreasonably large number of
providers and will also keep the depth of provider hier-
archy shallow. Thus, NIRA’s addressing scheme should
prove practical.

We evaluated our hypothesis using Internet topology
deduced from BGP table dumps. We obtained several
BGP table dumps dated from November 1997 to Jan-
uary 2003 from the Route Views server [28]. Using the
AS path attributes, we derived the AS-level Internet
topology. We used a heuristic algorithm similar to those
in [21] [37] to infer the provider-customer relationships
between ASes and to identify the Core of the Internet.
The heuristic algorithm is based on the observation that
in the domain-level Internet topology, a provider net-
work usually has a larger degree than its customer net-
works. The Core C is initialized with the AS that has
the largest degree. Let the current number of ASes in
C be |C|. The classification algorithm iterates through
all ASes in the decreasing order of their degrees. For
each AS D , the algorithm counts the number of edges
Nconn between D and ASes in C. In each iteration,
the AS with the largest Nconn is added into C. The
classification algorithm stops when the largest Nconn

in one iteration is less than α∗ |C|, where α is a tunable
parameter between 0 and 1. When α = 1, the Core
is a complete graph. Provider-customer relationships
can be approximately deduced from the following as-
sumptions: a valid domain-level path is valley-free; do-
mains in the Core are top-level providers; a provider has
a larger degree than its customers. From our inferred
provider-customer relationships, we apply our address-
ing schemes, and collect data.

We show the results when α = 1. More than 80%
of interconnections are classified as having a provider-
customer relationship; and more than 90% of ASes are
allocated at least one prefix4. Our results show that the
number of ASes in the Core over a period of six years
is very small, at most 15. When relaxing the inference
algorithm with α = 0.1, we find the size of the Core to
be between 56 and 123. This validates the assumption
that the size of Core is small compared to that of the
Internet and does not grow much.

Figure 5 shows the mean, median, and largest number
of prefixes an AS should have been assigned in NIRA
over the years. In the worst case, an AS may have more
than three hundred address prefixes. On average, an
AS has fewer than 20 prefixes. For a unique prefix,
Figure 6 shows the mean, median, and largest number
of AS hops the prefix has traversed. The mean and
median are both around 4; and the largest is at most 11.
These numbers are reasonable from 11/1997 to 01/2003,
even during the booming period of the Internet. We see
no significant growth trend for these numbers. We think
our experiments suggest that NIRA’s addressing scheme
is practical.

4. ROUTE DISCOVERY
A user can use any general mechanism to discover

routes. NIRA provides two infrastructure services to as-

4Due to Route Views server’s limited vantage points,
we can not observe all AS-level connections from the
routing table dumps. An AS is not allocated a prefix
if it does not have a path to the Core that consists of
only customer-provider links in our inferred topologies.
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Figure 6: The mean, median, and largest num-
ber of AS hops a unique prefix has traversed.

sist route discovery. The first service, a policy-constrained
topology information protocol, helps a user to discover
the topology information on domains that provide tran-
sit service for the user. Usually, a user can use this infor-
mation to find his route segments that reach the Core.
The second service, a name-to-route resolution service,
helps a user to solve the bootstrapping problem — how
to send the first packet to another user. This service as-
sumes that a user knows the name of his correspondent,
and returns the user the topology information on route
segments of his correspondent. The route segments of a
user and his correspondent should intersect to render a
route between the two.

4.1 The Topology Information Propagation
Protocol (TIPP)

TIPP propagates to a user his inter-domain addresses,
the route segments associated with these addresses, and
possibly other information on domains that provide tran-
sit service for the user.

With TIPP, a domain summarizes its interconnec-

tions with its neighboring domains and sends the in-
formation to its neighbors. Domains also propagate in-
terconnection information for each other. Basic TIPP
messages are triggered by topology or transit policy
changes, and do not include the dynamic conditions of
the interconnections.

The propagation and formation of TIPP messages are
subject to policy constraints. In particular, TIPP mes-
sages do not propagate globally. A domain does not tell
any neighbor the interconnections between itself and its
customers, and a domain does not propagate messages
it receives from its customers regarding interconnections
within its address space. For a domain D, if it provides
transit service between its neighbors N1 and N2, then
it tells N1 about the interconnection between itself and
N2, propagates messages heard from N1 to N2, and vice
versa; otherwise, it does not.

It is optional for domains inside a routing region to
run TIPP between their neighbors. If domains in a rout-
ing region do not run TIPP, then any two domains in
a routing region appear to domains outside the routing
region as if they have a virtual interconnection.

It can be verified that these policy constraints en-
sure that only messages related to domains on a user’s
providers are propagated to the user, and therefore,
keep the bandwidth overhead low and the number of
states maintained by a user small. A user assembles
TIPP messages to form a partial view of the Internet
topology. Figure 7 depicts Alice’s view and Bob’s view
of the topology shown in Figure 1 respectively5. Had we
chosen to use a link-state protocol, both of them would
have seen the complete topology.
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Figure 7: Alice’s view (left) and Bob’s view
(right) of the topology shown in Figure 1.

From the discussion in Section 3.6, a domain has on
average fewer than 20 prefixes. Each prefix on average
has an allocation path of length 4. Assume all prefixes
are allocated from disjoint paths. An average user may
receive TIPP messages about 80 interconnections. If
there are 250 bytes of data about each interconnection,
a user needs 20KB of memory to store the information,
which is unlikely to be a problem for the average Inter-
net user.

4.2 The Name-to-Route Resolution Service
(NRRS)

A user can utilize NRRS to discover the other user’s
route segments. NRRS is designed as a distributed
5The example we show here assumes providers in the
Core have the policy not to propagate the topology in-
formation in the Core to their customers.



name lookup service. A user stores his route segments
at a designated server. We call the servers that store
such information “route servers.” Inspired by the suc-
cess of DNS [30], route servers are organized according
to a hierarchical namespace.

The bootstrapping mechanism and the lookup process
of NRRS are similar to those of DNS. A resolver is hard-
coded with the route segments of the roots. A user is
hard-coded with the route segments of his resolvers. At
each level of the resolution, the route segments of route
servers that are in charge of a lower-level namespace
is returned. The lookup process stops when the route
segments regarding the queried name is returned.

Unlike in DNS, where the IP addresses of the root
DNS servers do not change when the topology of the
Internet changes, the route segments regarding the roots
may change. For this reason, we require that the roots
reside in the Core, as the addresses of a server in the
Core are resistant to topology changes. A resolver can
use any of its addresses that are allocated from the Core
as a source address, plus the address of a root server, to
form a canonical route to reach the server.

In the simplest case, a user only has canonical route
segments. Thus, all a user needs to store at his route
servers are his addresses. In general, a user may have
non-canonical route segments. However, a user does not
have to store them at his route servers, if his canonical
route segments have sufficient redundancy. Once a user
sends the first packet to another user, the two users may
exchange the entire set of route segments, and choose a
route they both like.

4.3 Route Records Update
When the domain-level topology changes, a user’s ad-

dresses or route segments may change. These changes
will be propagated to a user via TIPP. It is up to users
to decide how to update their records. NIRA does not
restrict how updates should be done. Stale informa-
tion of a user may make him unreachable, but does
not affect the reachability of other users. It is possible
that a single topology change may affect a large group
of users, e.g., when a second-level provider changes its
top-level providers, the customers of the second-level
provider should all change their addresses. We admit
that this coupling is inconvenient, but it is the logi-
cal consequence of any topology dependent addressing
scheme [40] [24]. However, we do not think this coupling
effect would cause significant problems for two reasons.

First, the static Internet topology changes at a quite
low frequency. According to the study conducted by
Chen et al [11], the AS birth and death rate of the In-
ternet is less than 15 per day, the AS-level link birth and
death rate is less than 50 per day. Only those changes
would affect a user’s addresses or route segments. Their
study also shows that most of the new or dead ASes are
of degree 1 or 2, thus probably being edge ASes. Hence,
the changes are likely to affect just users in those do-
mains. Second, static topology changes are caused by
the changes in business relationships and will happen in
a controlled manner. Network administrators and users
could deploy creative scheduling algorithms to reduce

the service disruption and route server update overhead.
A grace period may be granted before a provider cuts
off its service completely so that a user has sufficient
time to update its route server records. Randomized
algorithms may be used to prevent users from simulta-
neously update their route server records, and avoid the
overloading of the network and route servers.

5. ROUTE AVAILABILITY DISCOVERY
In NIRA, the architectural level support for route

availability discovery is a combination of reactive no-
tification and proactive feedback. In addition to send-
ing basic TIPP messages carrying its static interconnec-
tion information, a domain may send advanced TIPP
messages that include dynamic information of its inter-
connections. A user is proactively notified of the dy-
namic states concerning his providers via these TIPP
messages. Therefore, when initiating a connection, the
user knows which of his route segments are available.
To prevent a user from receiving a large number of
TIPP messages, a domain may use standard rate limit-
ing techniques to suppress excessive TIPP messages, or
only propagate TIPP messages regarding the changes
of a particular dynamic attribute, such as link up and
down.

As TIPP messages do not propagate globally, a user
in general does not know the availability of the route
segments of other users. When a user wants to send
packets to another user, it is possible that he chooses
a route segment of the other user that is unavailable.
In NIRA, if a router detects that a route specified in a
packet header is unavailable, the router must try its best
to send a control message to inform the original sender.
Such a control message may include reasons why the
route is unusable. When a user receives such a reactive
notification, as he is aware of both his route segments
and those of the other user that he is trying to contact,
he could switch to an alternate route on the order of a
round trip time. In this case, NIRA enables fast route
fail-over. In cases where a router is unable to send a
failure notification, e.g., a router is overloaded, users
shall use timeout to detect route failures. The fail-over
time then depends on the timeout parameters.

The combination of proactive notification and reac-
tive notification reduces the dynamic routing informa-
tion of which a user needs to keep track. However, re-
active notification may increase connection setup time
when user selected routes are unavailable. In princi-
ple, if routers use local repair mechanisms to send pack-
ets over alternate routes, connection setup time will be
shortened. For intra-domain routes, routers shall al-
ways use such mechanisms for rapid failover. Failures
that invoke reactive notification are those that result in
inter-domain disconnections. Since a user has expressed
his domain-level route choices in a packet header, and
an intermediate route does not know the user’s route
preference, which is probably related to a user’s finan-
cial considerations, it is best for the user to decide on
an alternate route. So in NIRA, we prefer to use re-
active notification to local repair for inter-domain fail-



ures. Users shall cache states for recently used routes
and avoid using unavailable routes for a new connec-
tion. We expect that the amortized set up time will
be reduced by caching. Besides mechanisms provided
by NIRA, users or service providers can use additional
mechanisms such as probing or sending proactive noti-
fication to specific users to facilitate route availability
discovery. For instance, a local provider may offer a
route monitoring service to its users. The provider runs
a server that actively probes the dynamic attributes of
popular routes and provides the timely information on
route availability to its customers.

6. PROVIDER COMPENSATION
Provider compensation problem is important because

providers have control over various network resources,
and if they can not benefit from giving a user the abil-
ity to choose from multiple routes, it is unlikely that
a provider will honor a user’s choices. In the current
Internet, a provider is paid by its directly connected
customers. BGP provides a good technical support for
this provider compensation model. With BGP, each do-
main can only select the next hop. The common BGP
policies state that a domain prefers a customer route to
a provider or a peer route, as a customer route poten-
tially brings revenue to the domain; a domain prefers
a peer route to a provider route, as a peer route usu-
ally involves no payment; the least preferable route is a
provider’s route, as it costs the domain money.

New compensation models are required to ensure that
a provider will be compensated properly when users
are able to select routes. The high level principle is
that users are restricted to choose from what they have
agreed to pay for. We assume a sender and receiver
joint payment model, whose extremes include the one-
end-pays-all model.

We discuss two possible provider compensation mod-
els. Both require that users have contractual agree-
ments with providers before using their service, and
therefore, do not need micropayment.

6.1 Direct Business Relationships
The first model is similar to that of today’s Internet.

Contractual agreements are negotiated between directly
connected entities. However, the agreements will take
into account the cost for allowing users to choose differ-
ent routes. Providers may monitor the route usage of
a customer and charge a customer differently based on
what routes he chooses to use. In Figure 1, for the same
amount of traffic, AS 400 may charge Alice more if she
chooses to use the route 400 200 100 300 500 600 to
reach Bob than if she chooses to use 400 200 300 500

600.
A user may try to use an illegitimate route that vio-

lates a domain’s transit policies. In Figure 1, Alice may
try to use a route fragment 400 200 300 100. AS 300
shall not forward packets with such route fragments be-
cause neither AS 200 nor AS 100 is going to pay for the
service. In direct business relationships, as a domain’s
transit policy is usually expressed as whether a domain
provides transit service between two neighbor domains,

providers could use physical security to prevent such
misuse as it is done today. If a packet comes from an
interface connecting to a neighbor domain, a provider
could assume that the packet comes from the neigh-
bor domain. A border router first verifies whether the
source address in field as matches the interface a packet
comes from and then checks the packet header against
its policy filters. A policy filter is of format (as, ad,

action). If a packet header matches a policy filter, a
domain will take the corresponding action. If the action
is “forward”, the packet will be forwarded according to
the domain-level route specified in the packet header.
Policy filter checking is a simplified type of packet clas-
sification. Recent research results [7] show that it can
be done at a high speed.

6.2 Indirect Business Relationships
The direct business relationships are quite restricted,

thus preventing some service models from existence. We
imagine that in NIRA, business relationships can be ex-
tended beyond directly connected entities. Users may
negotiate business relationships with non-directly con-
nected providers.

In indirect business relationships, how to prevent route
misuse becomes a challenging problem. Packets coming
from the same adjacent domain may be subject to dif-
ferent transit policies. Thus, a provider can not tell
what polices to apply to a packet based on from which
domain the packet comes. Instead, a provider needs
to tell whether the packet is sent to or from one of its
customers. The need to authenticate the sender or the
receiver of a packet at the packet forwarding time is not
unique to NIRA. Even in today’s Internet, an overlay
provider, or a second-hop provider that wants to sell
QoS to a customer, also has this requirement. As this
problem is general enough to become a separate prob-
lem, we do not discuss it in detail in this paper. Any
solution to this problem could be plugged into NIRA to
prevent unauthorized route usage.

6.3 Financial Risks of Exposing Routes
In NIRA, we assume a joint payment model at the

network layer, though cost could be shared differently
at higher layers. In this payment model, it is diffi-
cult for a receiver to avoid being sent unwanted traffic.
This problem prevails in today’s Internet. The man-
ifestations include SPAM and DoS attacks. However,
in today’s Internet, an edge domain has control over to
which provider to announce its address prefixes using
BGP. Therefore, the domain could control from which
provider its incoming traffic comes. With NIRA, a re-
ceiver exposes its route segments and its route prefer-
ence via its route servers. A non-cooperative sender may
override a receiver’s route preference and intentionally
send large volume of traffic over an expensive route to
a receiver. This non-cooperative behavior of the sender
could cause a financial loss to the receiver.

This financial risk is the unfortunate side effect of user
empowerment. However, there are two possible counter
measures. First, with NIRA’s canonical route represen-
tation, the source address field of a packet reveals the



network location of the sender, and the forwarding algo-
rithm depends on the correctness of the source address.
This prevents a user from spoofing an arbitrary source
address. If a non-cooperative sender has to reveal his
real network location in order to send packets to the vic-
tim receiver, this requirement may discourage him from
being non-cooperative in the first place. Moreover, if
the non-cooperative sender cannot fake his network lo-
cation in a packet header, the victim receiver could ask
his upstream providers to filter out the sender’s traffic.
Second, as we have mentioned, a user can store at his
route servers only part of his route fragments, and keep
more expensive route fragments private. He can reveal
the private route fragments to those users he trusts af-
ter they have exchanged packets via the public route
fragments.

Briscoe [9] also suggested a solution to this prob-
lem. The solution says that it is customary for both
the sender and the receiver to pay, but the ultimate
liability should remain with the sender. Any receiver
could dispute his payment unless the sender had proof
of a receiver request.

We do not claim that the above measures could elim-
inate the non-cooperative behaviors of users. We think
these measures will reduce the financial risk of a receiver
to minimal.

7. CONCLUSION
This paper describes the design of NIRA, a new In-

ternet routing architecture. NIRA aims to provide a
user the ability to choose domain-level routes. To the
best of our knowledge, this is the first work that ad-
dresses a full range of the design challenges for support-
ing domain-level route selection, which include route
discovery, route availability discovery, route represen-
tation, and provider compensation. We identify sev-
eral key design requirements for NIRA, which consist
of scalability, robustness, efficiency, heterogeneous user
choices, and practical provider compensation, and have
made design choices to meet these requirements.

In particular, NIRA separates the route availability
discovery from route discovery to achieve scalability and
robustness, and uses hierarchical provider-rooted ad-
dressing for efficiency. NIRA does not require per-packet
detailed accounting, or micropayment to compensate
providers.

The work presented in this paper is preliminary. We
are in the process of implementing a prototype to vali-
date the properties of NIRA.
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