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Abstract

Distributedderial-of-service(DDo§ attads presentan
Internd-wide threat. We proposeD-WARD, a DDoS de-
fense systemdeployel at source-endnetworksthat au-
tonamouslydetectsaandstopsattadksoriginating fromthese
networks. Attadks are detectecdy the constat monitoring
of two-waytraffic flows betweerthe networkand the rest
of the Internetand periodc comprison with normal flow
modés. Mismatding flowsare rate-limitedin proportion
to their aggressivenesD-WARD offers goodserviceto le-
gitimatetraffic evenduring an attad, while effectivelyre-
dudng DDoStraffic to a negligible level. A prototyge of the
systermhasbeenbuilt in a Linux router We showits effec-
tivenesgn variousattadk scenariosgiscusanotivatiosfor
dedoymentanddescribeassociatedosts.

1. Intr oduction

Distributed denialof-senice attacksare compgised of
paclet streamdrom disparatesouces. Thesestreamson-
vergeonthevictim, consuning somekey resourceandren-
dering it unavailade to legitimate clients. The coopeation
of distributed machnes that generte attackflows makes
tracelack and mitigation very challengig. Somedeferse
meclanismsconcerrateon detectingheattackcloseto the
victim machinechagacterizingt andfiltering outtheattack
paclets.While thedetectioraccuacy of thesemechaisms
is high, thetraffic is usuallysoaggegatedthatit is difficult
to distinguishlegitimatepacletsfrom attackpaclets. More
importantly, theattackvolumecanbelargerthanthesystem
canhande. SeveraldistributedDDoS defensesystemsave
beenproposedthat coopeate amory core routes to sup-
pressattackstreams.Theseroutes areaugnentedto mon-
itor traffic and grantrequestsfor rate-limiting or filtering
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of the streamshey deliver to their peers. Evenwhenpar

tially deplg/ed, thesemechaismscansignificantlyreduce
attackvolume andlessenimpacton the victim. Unfortu-

nately coreroutes canspareonly limited resouresfor at-

tackdetectionandrespmse,andtherebrelegitimateflows

are often marked as suspiciousand suffer collateraldam-
age. Therequred cogerationof routes is hardto achieve

dueto distributed Internetmanagment,and securingand
authemicatingthis communicationincurshigh cost.

Ideally, DDoS attacksshouldbe stoppe ascloseto the
sourcesaspossible.In this pape we proposea DDoS de-
fensesystencalledD-WARD thatis deplo/edatthesource-
end networks (stub networks or ISP networks) and pre-
verts the machina from participaing in DDoS attacks.D-
WARD is configuredwith asetof addresseswhoseoutgang
traffic shoud be policed(its policeaddessse), andmoni-
torstwo-way traffic betweerthe police addressetandthe
restof the Interret. Online traffic statisticsare compaed
to precefinedmodds of normal traffic, andnon-complying
flows arerate-limited The imposedrate limit is dynami-
cally adjustedasflow behaior changs,facilitatingfastre-
covery of misclassifiedegitimateflows while severely lim-
iting ill-behaved aggessve flows thatarelikely part of an
attack.D-WARD strivesto guaanteegoodserviceto legiti-
matetraffic by profiling individual conrectionsandserving
thosethatareclassifiedasgoad, regardlessof theimposed
ratelimit.

The D-WARD apprach requiresthat mary routes at
different network entry points eachindepewlently run the
systemsinceeachD-WARD routeronly policesdataflows
originating from its own network. However, incremental
deploymentbringsincremetal bendit, sinceeachdeployed
D-WARD router redwcesthenumter of effective attackma-
chinesavailable on the Interné. The majorchalleng to a
D-WARD deplgmentis incentve, sincethe directberefit
of thesystemis felt by thevictim, notby thedeplging net-
work.

Section2 of this pape describeshe proppsedD-WARD
system,specificallyits monitaing, detectim andrespose



stratgy. Section3 descrilestheimplementationof the sys-
temin aLinux router presets seseralexperimentsanddis-
cussedhe perfamanceresultsanddeploymentcost. Sec-
tion 4 investigaessecurityissues,and Section5 discusses
motivationfor deployment. Section6 gives anoverview of
relatedwork. Section7 discusseguture work, andSection
8 concludesthe paper

2. D-WARD

PlacingDDoS defersescloseto thesource®f theattack
hasmary adwartages.The attackflows canbe stoppedbe-
fore they enterthe Interret coreandblendwith otherflows,
therely creatingpossiblecorgestion. Being closeto the
sour@ can facilitate easiertracebak and investigdion of
the attack. Thelow degreeof flow aggegationallows the
useof morecompex detectionstratgieswith higheraccu-
ragy. Also, rouerscloserto the sourcesarelikely to relay
lesstraffic thancoreroutersandcandedicatemoreof their
resoucesto DDoSdefense.

The D-WARD systemis installedat the source router
that senes as a gatavay betweenthe deploying network
(source network andthe restof the Interret. We assume
thatD-WARD is ableto identify the police addessset, ei-
ther through someprotccol or through manwal configua-
tion. We further assumehatall machiresfrom the police
addesssetusethesourceouterasthe“exit router’to reach
a particula setof destinatiometworks andto receie traf-
fic from thesedestinationnetworks. (Asymmetricrouting
is discussedn Section7.)

D-WARD monitasthebehaior of eachpeerwith whom
the sour@ network comnunicates,looking for signs of
comnunicationdifficulties,suchasarediction in thenum-
ber of respomse paclets or longerinter-arrival times. D-
WARD periodcally conparesthe obsered valuesof the
two-way traffic statisticsfor eachpeeragainsta precefined
mockl of normal traffic. If thecompaisonrevealsthepossi-
bility of aDDoS attack,D-WARD resporls by imposinga
ratelimit onthesuspiciousutgingflow for this peer Sub-
sequehobsenation eitherconfimsor refuesthis hypothe-
sis. Uponconfirmation,D-WARD restrictstheallowedrate
limit further Refutationleadsto a slow increaseof the al-
lowabletraffic for theflow.

2.1 Systemarchitecture

D-WARD is a self-regulating reverse-feedhck system.
It consistof obsenation andthrottlingcompnentghatcan
be part of the sourcerouter itself, or canbelmg to a sepa-
rateunit thatinteractawith thesourcerouterto obtaintraffic
statisticsandinstall rate-limitingrules. Figure 1 depictsthe
archtecturecorrespadingto the secondappioach.
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Theobserationcommpnentmonitasall pacletspassing
through the sourcerouter andgathes statisticson two-way
communicationbetweerthe police addesssetandthe rest
of the Intemet. This monitaing canbe perfamed,for ex-
ample by sniffing thetraffic atthe sourcerouterinterfaces.
Periodicdly, statisticsare compaed to modds of normal
traffic and resultsare passedo the throttling compnent
which adjustsandtransfes the new ratelimit rulesinto the
sourcerouter The imposedrate limits modfy associated
traffic flows andthusaffect future obserations,closingthe
feedlackloop.

2.2 Monitoring and attack detection

The obsenration compamentmoritors two-way traffic at
flow grandarity in orderto detectdifficultiesin communi-
cation that could be a sign of a DDoS attack. A flow is
definedasthe aggrayatetraffic betweerthe police addess
setanda foreign host. Additionally, it moritors two-way
traffic at the conrectionlevel, attemptingto identify legit-
imate conrectionsthat shouldreceve goodservicein case
the associatedlow becanesrate-limited A connectio is
definedasthe aggreate traffic betweentwo IP addresses
andport numkers,whereoneaddessbelorgsto the police
addessset,andtheotheris aforeignaddess.

Flow classification. Flow statisticsare storedat the
grarularity of the IP addressof the peerhost. Keeping
a recod for eachexisting IP addressis infeasible,so the
recods are kept in a limited-size flow hashtable The
flow recordis deletedfrom the flow hashtable if: (i)
no traffic is obsered on the correspnding flow during a
FlowInactive interval, or (ii) theflow hashtableis full. In
the caseof ovefflow, the leastfrequently usedrecads are
deleteduntil enowgh spacehasbeenreclaimed The hum-
ber of sentpacletsandthe numter of sentbytesdeternine
arecords usefrequengy.

Eachflow recad contairs statisticoonthreetypesof traf-
fic: TCR, UDP, andICMP. Thesestatisticancludethenum-
berof pacletsandbytessentto andrecevedfrom the peer
during the observédion interval, andthe numter of active



comections. Additionally, for TCP and ICMP traffic, D-
WARD keeps the smootted ratio of the nunber of paclets
sentto the peerandthenumter of pacletsrecevedfromthe
peer

D-WARD compresthestatisticswith nomal flow mod-
els after evely obseration intenal and classifiesflows as
normd, suspiciousr attad. If all comparisonamatchtheir
corresponéhg models,thenthe flow is comgiant andwill
be examiredfurther Otherwisetheflow is classifiedasan
attackflow. Complian flows arefurther classifiedinto sus-
picious andnorma flows basedn their pastbehaior. Sus-
picious flows arethoseflows that have recenly beenclas-
sifiedasattack.Eventhoud the obserationsnow indicae
compgiancewith the nomal flow modé, the imposedrate
limit mustbe carefuly removedto prevent pulsingattacks
thatcouldcauseperiadic disturlkanceto thevictim. Section
2.3explains this policy in greaterdetail.

TCP normal traffi c model. Duringa TCP sessionthe
dataflow from the soure to destinatio hostis contwolled
by the constanhflow of acknavledgmers in thereversedi-
rection D-WARD’s TCPflow modeldefinesTCP ,..,—the
maximum allowed ratio of the numker of pacletssentand
receized in the aggregate TCP flow to the peer The flow
is classifiedasanattackflow if its pacletratiois above the
threshdd; otherwiseijt is consideeda comgiant flow.

ICMP normal traffic model. ThelCMP protacol speci-
fiesmary differentmessagéypes.During normal opeation
the “timestamp;, “information request; and“echo” mes-
sagesshouldbe pairedwith the correspondig reply. Us-
ing this obsevation, the normal ICMP flow mocel defines
ICMP ,.;,—the maximum allowed ratio of the nurmber of
echq time stamp,andinformationrequest@andreply pack-
etssentandrecevedin the aggrejateflow to the peer The
frequeng of otherl CMP messagesuchas“destinatia un-
reaclable’] “sourcequench; “redired,” etc.,is expectedto
besosmallthata precefinedratelimit canbeusedo contrd

thatportion of thetraffic.

UDP normal traffic model. The UDP protocd is used
for unreliablemessagelelivery andin generaldoesnotre-
quire ary reversepacletsfor its properopeation. Many ap-
plications thatcommunicatethrough UDP pacletsgenerse
arelatively constanpacletrate,but the maximumratede-
perds hearily onthe undelying application. On the other
hard, UDP traffic usually occupiesa small percemtage of
all network traffic andis condictedvia a few conrections.
We usethis obseration to definethe UDP flow modé as
a set of threstolds: n.,,,—an upger bourd on the num-
berof allowed conrectionsperdestinationp.,,,—alower
bound on the nunber of allowed paclets per connetion,
and UDP,.,;.—a maximumallowed sendingrate per con-
nection The modelclassifiesa flow asan attackwhenat
leastone of thesethreshdds hasbeenbreacled. The first
two threshdds helpidentify a UDP attackthrough spoded

conrectionswhile thethird identifiesa UDP attackthrough
a few very aggessve, nonspoofedconnetions. An at-
tacler canstill getenowghtraffic pastthethreshold to per
petratean attackif he choosego spoofa small number of
addessegonsistentlyanddistributesthe attacksufficiently
sothateachsource network seesonly asmallpottion of the
traffic. We planto addessthisissuein our future work.

Connection classification. Connetion statistics are
storedin a limited-sizeconrection hashtable andinclude
the numbe of pacletsandbytessentandreceved duiing
the obsenration interval. Eachconrectionis classifiedas
god (conplying to themockel), bad (paranetervaluesout-
sidethemodé bourdaries)or transient(nat enoudn datato
perfam a classificationjaccoding to thetraffic type of its
protacol. The modelsdefininggoad connetions are sim-
ilar to thosedefiningnomal flows. The TCP and ICMP
conrectionmodés specifythemaximumallowedpacletra-
tio. In additionto this, TCP conrectionsmustberesposive
to paclet drops. The UDP conrectionmocel specifiesthe
maximum allowed sendiry rate UDP ., nnrate- GOOdcON-
nectiors receve guaanteedgood serviceduring the rate
limit phase,while transientconrectionshave to compete
with the attacktraffic for therate-limitedbandwidh.

The conrection recod is deletedfrom the connetion
hashtableif: (i) Theconnectia is classifiedastransientand
has beeninactive for TransientConnInactivePeriod,
(ii) the connetion is classifiedas good and hasbeenin-
active for GoodConnlInactivePeriod, or (iii) theconrec-
tion hashtablehasfilled to capacity In the caseof overflow,
recods aredeleteduntil enowgh spacehasbeenreclaimed.
Bad connectio recads are deletedfirst, and next arethe
leastfrequently usedtransientconnetion recoré. Good
conrectionrecodsarenever deletedf thetableoverflows.

Sincetheconrectionhashtablehaslimited size,it might
overflow if the attackis performedusingspoogd paclets.
This suggststhe possibility of poor serviceoffered to le-
gitimateconrectionsthat startduringthe attack,sincethey
arelikely to be expelledfrom the conrectionhashtablebe-
fore their goochesshasbeenestablished.New legitimate
conrectionsmaysuffer pacletlossesevenif they remainin
the table. During the time they areclassifiedastransient,
they have to fight for the limited outgang bandvidth with
moreaggressive attacktraffic. Both of theseproblens exist
becaseit is difficult to distinguishlegitimatepacletsfrom
attackpacletsbhasednthefirst pacletin the conrection.

2.3 Attack resporse

The throttling compament definesthe allowed sending
ratefor a particdar flow basedon the currert flow charac-
terizationandits aggressivenessTheproblemof regulating
thesendingrateof a oneway flow to the level managable
by therecever (or therouteto therecever) hasbeenreca-



nizedandaddessedy the TCP congestiorcontrd mech-
anism. D-WARD strivesto solve a similar prodem at a
more aggrgatedscale. It needgo controlthe total flow to
thepeer or the pottion of thatflow thathasbeencharacter
ized astroublesone, andit infers the peers statefrom its
respmsepaclets. D-WARD's rate-limiting strateyy applies
modfied TCP corgestioncortrol ideasto this prokdem: fast
exponentialdeceaseof thesendingatewhenthepeeris not
sufficiertly respmsive, slow recovery of rate-limitedflows
for a certaintime period andfastrecovery onceflows have
provedthatthey will behae. In additionto this, the flow
canberestrainedmore if it doesnot comgy with theim-
posedatelimit, andtriesto sendmorethanit is allowed.

Whentheflow is classifiedasan attackflow for thefirst
time aftera long periad of nomal actiity, its rateis lim-
ited to a fraction of the offending sendingrate. The size of
thefractionis specifiedoy theconfigurationparaneter f 4.
Subsegentclassificatiorof aflow asanattackrestrictsthe
ratelimit further, accodingto theformua:

Bsent

rl = min(rl, rate) * fgec *
( ) ¢ Bsent + Bdropped

1)

whererate is the realizedsendirg ratefor the flow duiing
thepreviousobsevationintenal, rl is thecurrer ratelimit,

Bsen: repesentghe numter of bytessentfor this flow (af-
tertheratelimit is applied duringtheinterval, andB 4, iS
the nunber of dropped bytesbecausef the imposedrate
limit. Thus, the last factorin the equation descriles the
degree of misbehaior of the flow, and definesthe restric-
tiveressof the ratelimit. Flows that have worsebetavior
arequicKy restrictedo very low rateswhereaghis restric-
tion is moregradual for betterbehasing flows. The lowest
ratelimit thatcanbeimposedis definedby the MinRate
corfiguration paraneter so that at leastsomepaclets can
reachthe destinationandtrigger a recovery phase. When
the flow becomescomgiant it will be classifiedas suspi-
cious,at which point therecosery meclanismis triggered.
Therecovery phaseds dividedinto slow-recosery andfast-
recovery. Duringtheslow-recovery phasetheallowedflow

rateis increasedccordng to theformula:

Bsent

rl = rl + rate;pe *
e Bsent + Bdropped

(2)

The speedof the recovery is definedby the rate ;. pa-
ramete, andthe duration of the slow-recovery phasds de-
finedby the Penalty Period. Notethatalthowgh the slow-
recovery phasdimits the effectivenessof repeatedattacks,
they canstill take place,but with a pawse duratio larger
thanPenalty Period.

After the flow hasbeenrate-limted and classifiedas
comgiant for PenaltyPeriod consective obsevationin-
tends, thefast-recoeryphaseis triggered. Duringthefast-
recovery phasetherateis increase@xponentiallyaccordng

to theformua:

Bsent

rl=rlx(1+ fipe* —mm8M
( f Bsent + Bdropped

(3)

The speedof therecovery is definal by the f;,,. parameter
andthe rateincreassds limited by the M az Rate configu-

rationparameterAs soonastheratelimit becanesgreater
thanM ax Rate, therecovery phasds finished andtherate
limit is remaoved.

3. Testresultsand analysis

We implementedthe D-WARD systemin a Linux soft-
ware router and testedit againstsereral attackscenarios.
D-WARD is implemertedpartly attheapplication level and
partly asakernelmodule. This dualimplementationis nec-
essarysince D-WARD’s memay requrementscanrot be
satisfiedatthekerne level, andthespeedf theapplication-
level implementationcannd hande a large traffic volume
andtherebre cannotbe testedusingreal attackscenarios.
The applicationpart actsas the moritoring and thrattling
compnent. It usesthe libpcgp facility to captue informa-
tion abou every pacletandupdatetheflow andconnetion
statistics A separat¢hreadclassifieconrectionsandflows
anddetermirestheapprgriateratelimit. Informationabout
god conrectionsandthe desiredratelimit is insertedinto
thekernelmodue through systencalls. Themodue detects
andforwards pacletsbelorging to good conrectionsfrom
rate-limitedflows andenfacesthe ratelimit on the restof
theflow. At largepacletratesthelibpcapmonitoing facil-
ity canna captureall paclets. More accuratestatisticsare
thenobtairedfrom thekernelmodule for rate-limitedflows
andgoodconnetions.

In order to test different attack scenarioswe devel-
opeda customizake DDoS attacktool. It usesa master
slave architectue to coordnate attacks among multiple
slaves. Attack traffic mixture (relative ratio of TCP SYN,
ICMP_ECHO and UDP paclets), paclet size, attackrate,
target ports, spoofingtechniqiesand attackdynamicscan
becustomized

The test network consistsof a sourcerouterdeplojing
D-WARD, the attacler andthe legitimate client who both
belory to the sourcenetwork andarepartof the police ad-
dressset,anda foreign hostplayingtherole of the victim.
SinceD-WARD operatesautonanouslyandanalyzsonly
its inconing and outging traffic, multiple attackingdo-
mainswould only affectthe detectionof the attackby mak-
ing thevictim feeltheattacksoorer. Theeffectof deplgying
multiple attackandlegitimateclient machinesn the source
network is mimickedby usingonly two machnesthatgen-
eratehigh traffic loads. Since D-WARD analyzesall in-
coming andoutgoirg traffic seenby the router, the numter



TCPrto =3
Obsenration interval = 1 sec
MinRate = 2KBps
fdec =05

Nconn = 100

UDPrate = 10MBps UDPconnrate = 100KBps
FlowInactivePeriod = 360sec ratejne = 2KBps
TransientConnlInactivePeriod = 120sec
GoodConnlnactivePeriod = 360sec

ICMPrio = 1.1
PenaltyPeriod = 20sec
MaxRate = 1MBps
finc =1

Pconn = 1

Table 1. Test parameter s.

of machnesgeneatingthetraffic is transparetto the sys-
tem. Theparaneterdor thetestwereestimatedrom traffic
tracesgatheedfrom our network andarelistedin Table1.

3.1 Attack and legitimate bandwidth

In thesetestswe evaluate the ability of D-WARD to
detectandrestrainthe attack,while offering goad service
to legitimate traffic. Eachtestrun lastsfor 12 minutes.
We geneate several TCP conrectionsbetweenlegitimate
clientsandthe victim andinterleave themwith the attack
traffic. The attackis startedat 25 secondsand lastsuntil
625 seconds. Legitimate comectionsare startedat 0, 5,
125 626,627, 628and629second. In the measuremas
we vary theattackparameéersandnotethe systems beha-
ior.

Attack dynamics. Thegod of thistestisto illustratethe
betavior of the systemuncer various attacks.We generse
TCP SYN flood attackswith a maximum rateof 500KBps,
andtestwith four attackratedynamics:

e Constantrate attack. Themaximumrateis achieved
immedately andmaintaireduntil theattackis stopped.

e Pulsing attack. The attackrateoscillatesbetweerthe
maximumrateandzero.Theduratian of theactiveand
inactive periodis thesame:100second.

e Increasing rate attack. The maximum rate is
achievedgradially over 300second andis maintained
until the attackis stopped

e Gradual pulseattack. Themaximum rateis achieved
gradually over 300second, maintairedfor 20second
andthengradudly deceasedo zeroover 10 second.
Theinactive periodlastsfor 40 secondsandthenthe
attackbegins again

Figure 2 givesthe resultsof thesetests. The solid line
repesentgthe attackbandvidth passedo the victim, and
the dottedline represets the actualattackbandwidh of-
feredto D-WARD. In all four casesthe attackis detected
andseverelyrate-limited(lessthan1% of the maximun at-
tackrateis allowed to pass)within several seconds.Note

thatgradially increasingattackstake alongertimeto bede-
tectedthanattackghatstartoff atthemaximun rate. Thatis
to be expectedsincegradial attackscreatelessdisturbance
in the obsered statistics. Also notethat sincethe inactiv-
ity periad is muchlargerthanthe Penalty Period, periadic
attacksappeato the systemasnew attackinstances.

In all testslegitimatetraffic expeiencedarourd 1% of
drops. God pacletswereonly dropped at timeswhena
new comectionattemptedo startduring orimmedately af-
tertheattack,andonly during afew secondsintil thegoad-
nessof the conrectioncouldbe established.

Maximum attack rate. We next testedthe relation-
ship betweerthe effectivenessof the systemandthe max-
imum attackrate. We geneatedTCP SYN, ICMP_ECHO,
andUDP attackswith cortinuousandgradually increasing
ratesyarying themaximum ratefrom 100KBpsto 2 MBps,
and measuing the cumuative attackand goodtraffic that
wasdeliveredto thevictim during thetest.

Figure3 givesresultsof thesetestswith 95%confideice
intervd. A solid line representsthe traffic passedo the
victim in the caseof a UDP attack,a dottedline represets
the caseof a TCP attack,anda dash-attedline represets
the caseof an ICMP attack. UDP and TCP attacksusea
fixedpacletsizeof 1KB whereasICMP attacksuseapaclet
sizeof 100B. Sinceall attacksaregeneatedfrom a single
machire, the maximum rate that can be generatedn the
ICMP attackcasds lowerthanthemaximumrategeneated
in the TCP and UDP case. This is reflectedin the dash-
dottedline reachingonly to half of therateaxis.

Constantrateattackspasssimilar amouns of the attack
traffic for bothUDP andTCP casesThisis dueto thesud-
denonsetof the attack, which createsa sufficient distur
bancein the network to be quicky detectecandcontrdled.
ICMP attackscan passundscoveral if the maximum at-
tackrateis small (100KBps). At higher attackrates,they
aredetectedvith anefficiengy similarto UDP and TCP at-
tacks,andquicKy corstrained.Thetotal attacktraffic that
thevictim recevesincreasedinearly with the maximum at-
tackrate.Most of theattacktraffic is passedn thefirst few
second, while the smootled statisticshave not sufficiently
chan@denoudp to affectattackdetection If theattackrate
is higherduring this intenal, this will be reflectedin the
total attacktraffic thatreacheghevictim.

In the caseof attackswith gradwally increasingrates,
UDP attacksget detectedmore quickly than TCP attacks
at lower attackrates. Since D-WARD detectsthe occur
renceof spoofel UDP paclets,it candetectthe UDP attack
assoonasthe attacler sendsenowgh spootd paclets. In
the TCP attack case,however, D-WARD detectsthe dis-
turbance at the victim throwgh a decreasein the respose
paclet rate. This occurswith a largerdelayfor small rate
attacksandthusslows down the detection ICMP attacks
experienceanevenlargerdetectiondelaythan TCP attacks
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Trace Flow Connection
Number Misclassificatons Misclassfications
1 0.43% 0.085%
2 0.06% 0.003%
3 0.11% 0.016%
4 0.10% 0.011%
5 0.36% 0.010%
6 0.14% 0.004%
7 0.11% 0.003%
8 0.18% 0.013%
9 0.13% 0.010%

Table 2. Percentage of false positives.

sincethevictim canhande alargervolume of ICMP pack-
etsthanof TCP paclets. Thedifferencedn detectiondelay
indicatethatthe detectionof all attackscould be improved
by addinga spoofirg verificationstepto the classification.
Thiswill beinvestigatedn our future work.

Figure 4 gives the time neededor detectionof the at-
tack. This time is measurd from the start of the attack.
As we expeded, the gradually increasingrate attacksare
detectedaterthanthe contiruousrateattacks.The TCP at-
tacksexpeliencea larger detectiondelaythanUDP attacks,
andthe ICMP attacksaredetectednuchlaterthanboth of
thoseattacktypes. The detectiondelayis reducedasthe
maxirmum attackrateincreases.

In all expeaiments, the percemage of good traffic
droppedwas similar—betweenl% and 1.5%. As we ex-
pectedthis amaint did not dependbn the maximun attack
rate.

3.2 Falsepositives

In orderto test D-WARD'’s perfamancewith realistic
traffic, we modifiedthe systemto readpaclet heade data
from a tcpdump-ganeratedtracefile insteadof sniffing it
from the network. We usedpaclettracesgatteredfrom our
university network during August 200L. The network has
appoximately800machine andexpeiencesanaverageof
5.5Mbps (pek 20Mbps) of outgping traffic and5.8Mbps
(pe& 23Mbps) of incoming traffic. We assumehatno at-
tackhasoccuredduringthetrace-gtheringproaess.

We deternine the level of falsepositives by measuring
the nunber of flow and conrection misclassificationgthe
nunber of timesthatary flow was misclassifiedas attack
or suspiciousandthe nunberof timesthatary conrection
was misclassifiedasbad). We reportthis measuraelative
to the total numter of flow and conrection classifications
performedduring thetrace. Table2 presets the resultsfor
several traces.All measurmentsyield a low level of false
positives, lessthan0.3%. Thismeanghatif D-WARD were
depoyedin arealnetwork, its opeationwould nothave ary
noticedle impad on legitimatetraffic.

3.3 Deploymeant cost

Thecostof deploa/ing D-WARD consistof thedelayin-
trodwcedby passingpacletsthrowgh therate-limitingmod-
ule,andthe storagededcatedto theflow hashtableandthe
conrectionhashtable. The kerrel modude delaystayssta-
ble regardlessof theimposedload andis betweernl and10
uS. Theapplication layer delayincreasesisthe hashtables
fill up, sincesometime is spentkeepingthemreasonhly
emptysothatnew recods canbeinserted.This delayis 83
us during nomal opeation and around 1ms underheary
load.

Themaximumsizeof theconrectionhashtableandflow
hashtablein ourtestsis setto 1,000,0® recadsand10,0®
recods, respectrely. When hashtablesare full they use
44MB and1.08MB respectiely. Undermnormalload(duiing
tracereplay) they useamaximunm of 132KB and324KB.

The systemhad no problem copirg with high paclet
loadsand did not introduce ary consideable overheadto
the paclet forwarding mechaism on the deplo/ing ma-
chine.

4. Secuity considerations

Compronising a D-WARD router would allow an at-
taclkerto apgy ratelimits on ary pacletsflowing outof the
domein. However, the attacler cando muchmoredamage
with full contrd of the router, so addirg D-WARD func-
tionality makesthesituationnoworse.D-WARD nocesare
specificallydesigred to operte autoromotsly from other
D-WARD nocks. The autonanousoperdion remoesthe
prodemsassociateavith securingcomrunicationsessions
amory alargenunberof participantsandrelyingon poten-
tially subvertedhosts.

Clever attaclers will try to disguiseattack traffic as
normal traffic so that D-WARD will not filter it. To
do so, the attack must mimic the congestion control
mechaisms found in the pratocols. Since the attaclers
wantto degradeperformarce through corgestion,obeying
congestion-a&oidancemechaismsis contradictory Theat-
tacker would be forced to employ mary moremachinedo
getthesameeffed atthevictim.

UDP traffic posesa specialproblem for D-WARD. TCP
andICMP traffic bothelicit respmsesfrom the sener. D-
WARD canrot assumethat UDP traffic will do the same
thing. D-WARD recgnizesUDP attacksthat usespoogd
conrections.An attaclercouldchoaeto consistentlyspoof
afew addresseandthusavoid detectionwhile still getting
asufficiently high volumeof pacletsto thevictim. We plan
to addresshisin ourfuturework.

WhenclassifyingTCP andICMP traffic, D-WARD re-
lies on return paclets from the destinatio to deternine
whetherthe hostis uncer attack. If anattacler couldspoof



thesereply paclets, then D-WARD would believe that it
wasseeindegitimatetraffic. Thistypeof attackis possible,
but it would requre theattaclerto gathertwice the number
of slave machnes, half within the D-WARD network for
the actualattackandhalf on the outsidefor spoofedreply
gereration.If suchanattackdid occur having D-WARD in
placewould make the situationno worse.Onepossibleso-
lution wouldbeto allow commuiicationbetweerthevictim
andD-WARD. Sincethe victim would issueexplicit notifi-
cationsof the attack,fake repliescouldnot delaydetection.

D-WARD is a DDoS defensesystem,andit would be
highly undesirale if attaclerswere ableto leverag it to
dery serviceto legitimate traffic. SinceD-WARD exam-
ines traffic on a connetion grarularity, an attacler who
canspoofacurrenly active connetionor soonto-beactive
comectioncan: (i) “smuggle”its pacletsamory legitimate
paclets,if heis not sendingaggressiely, or (ii) dery ser
vice to legitimate pacletsif his aggessve traffic leadsto
rate-limiting andclassificatiorof agivencomectionasbad.
If theattaclerattemptgo smuggleanexcessamount of traf-
fic, the attackwould be detectedandthe conrectionwould
beclassifiedasbad.Ontheotherhand theattaclerwill suc-
ceedf hisaimisto dery serviceto legitimatehostsfromthe
sour@ network, sincethe legitimatetraffic to thevictim on
this connetion would be subjectto rate-limiting andsome
legitimate paclets would be dropped. Hijacking comec-
tionsis possiblein networks today andD-WARD doesnot
offer ary featureto male this easierfor the attacler. Ad-
ditionally, the hijacked conrectionis likely to leadto inter
ruptedcomnunicationbetweerthelegitimateclientandthe
attacler, sinceinsertedbogis pacletswill confusethe end
hostsandleadonesideto closethe connetion. The possi-
ble legitimate paclet drops dueto rate-linmting only speed
upthisprocess.

An attacler could perfom a denial-d-serviceattackon
the sourcenetwork, preventingthe responseacletsfrom
reacling the D-WARD system.Seeingtheredwcednuntber
of respose paclets, D-WARD could reachthe condusion
that the sourcenetwork is geneating a DDoS attackand
placetheratelimit onoutgingflows. Thustheattaclerde-
niesthe outgang bandvidth to legitimate clientsfrom the
sour@ network. Therearetwo aspectdo be notedhere:
(i) well-behaved flows will back-df themseles in the ab-
senceof responsgacletsthatleadto their classificatioras
“good; sothey will not be affectedby the ratelimit, and
(i) in the casewheremostreversetraffic doesnotreachthe
sour@ network, legitimatecommnunicationfrom the sour@
network is difficult or impossible, aryway. The lack of
reverse traffic will also confuse most protacols in today’s
networks, andthey will prabablyreducetheir sendingrates
or shutdown the connetionsentirely, soaddng D-WARD
presevesthestatusqua

5. Moti vation for deployment

Cooperatio formedthebasisof theoriginal ARPANET,
andthisis still seenin the Internd protocds of today Dif-
feren session®f TCR for instancewill fairly sharebard-
width on a link, and new pratocols are often judged on
whetherthey are “TCP friendly” D-WARD operatesin
much the sameway by protectirg againstDDoS attacks
originating from a D-WARD proteded network. The site
deplgsing D-WARD benefitsby not losing bandvidth to
outgoing attackgfor siteswho payby usagehis couldrep-
resenta significantbenefit)andnot having to dealwith the
socialimplicationsof hostingDDoS slaves.

Currently the only ramificatiors of unknowingly host-
ing aDDoSattackareannging callsto systemadministra-
tors. In thefutureit is possiblethatcontra¢edor legislative
actionwill hold thosewho do not take reasonale stepsto
secureheir systemliable for damagenflicted by attaclers
misusingtheir machnes.In this caseacorpaationdeploy-
ing D-WARD could argue thatit followed curren security
practiceandtherebrecannoteheldliableif anattackorig-
inateson its networks.

Many peoplehave concludedthat stoppirg attackscom-
pletely is impassible,sincethereis a vastnumter of ma-
chineswhoseownersare unavare of securityholesor are
unwilling to fix them. For exampe, despitethe bestefforts
to eradicatavormslike CodeRed[3] andNimdaH], these
still cortrol a massve number of machinesn the Intemet.
D-WARD bringsthis prodem to alevel of ISP or stubnet-
works. Their administratorsarelikely to be securitycon-
scious,anda single D-WARD systeminstalledat the exit
route would prevent DDoS attacksoriginating from their
network.

6. Relatedwork

Therearemary appoachedo solvingthe seriots prob-
lem of DDoS. Spacepermitsonly a brief review of those
prodems,with detaileddescriptios of only thosemostre-
latedto D-WARD. In almostall casesthesystemsarecom-
patiblewith D-WARD, andcomhned usecould offer syn-
ergistic pratectionfrom DDoSattacks.

Most systemsfor combatig DDoS attackswork on the
victim side. IntrusiondetectiorsystemssuchasNetRanger
[6], NID [2], SecureNePRO [15], RealSecurg20], [17]
andNFR-NID [19] coud be usedto detectanomaliesand
attacksignaturs in outgoirg traffic. Most of thesesystems
do not take automatd actionto stopthe attack. Intrusion
detectiorsystenmethalscouldbeusedto signalD-WARD
thatcertaintraffic requresmoreanalysis.

Many commercial routershave built-in features suchas
logdgng andIP accouting thatcanbe usedfor charateriz-
ing andtracking comman attacks[5]. Thesefeaturesusu-



ally gatherstatisticaldataandoffer no autonatedanalysis
or respoise. However, currentrouters could easily be ex-
tende with D-WARD compaments thusaddirg ananalysis
andresponséayerto anexisting monitaing capability

In [8] Floyd etal. have proposedto augmaet routerswith
theability to detectandcontrd flows thatcreatecongestion
(frequently a sign of DDoS attacks). Flows are detected
by moritoring the pacletsin therouter queueandidentify-
ing high-bandvidth aggrejatesthat arerespoisible for the
majoiity of drops. The ratelimit is thenimposedon the
aggegate. Pushbak canbe usedto install rate limits at
upstrean routes if the congestedouter canna cortrol the
aggegateitself. This apprachfaceschallengsrelatedto
augnentationof large nurmbersof routers,handlinglegacy
routers,andcooperationamory differert administratve do-
mains.Sincetheratelimit isimposecdhttheaggreatetraffic
closeto thevictim, legitimate flows suffer collateraldamag
[11].

SecureOvelay Services(SOS)[12] prevent denial-d-
serviceattackson critical senersby routing requestsfrom
previously autheticatedclientsto thosesenersvia anover
lay network. All otherrequestsarefiltered by the overlay.
SOSis a distributedsystemthat offers excdlent pratection
to the specifiedtarget at the cost of modfying client sys-
temsto make themawareof the overlay anduseit to access
thetarget. Additiondly, largenumtersof overlaynodesare
requredto make the systenresilientto DoS attacks.

MULTOPS|9] proposesa heuristicanda data-strature
thatnetwork devicescanuseto detectDDoS attacks.Each
network device maintairs amulti-level tree,moritoring cer
tain traffic charactestics andstoringdatain nodes corre-
spording to subneprefixes. Thetreeexpardsandcontiacts
within a fixed memay budgd. The attackis detectedcby
abrormal paclet ratio values,andoffending flows arerate-
limited. The systemis designedso thatit canoperateas
either a source-ad or victim-end DDoS defense system.
While thehigh-level designof this systermhasmuchin com-
monwith D-WARD, the detailsare different. MULTOPS
usesonly theaggrejatepacletratio to model norma flows.
Non-TCPflows in a systemusingMULTOPScaneitherbe
misclassifiedas attackflows, or recogrized as specialand
rate-limted to a fixedvalue In thefirst apprach,harmis
doreto alegitimateflow, while in thesecondappoach,suf-
ficiently distributedattackscansuccessfullynake useof the
allowedtransferrate. [9] offers too few detailson the rate-
limiting mechaism and methals for remaoving rate limits
to allow afull comparisonwith D-WARD.

Several systemscombatDDoS attacksby using trace-
back mectanismsto locate attacking nodes ([1], [18]).
Thesesystemgrovide informationabaut theidentity of at-
tackingmachinesbut do not stopDDoS attacks.The com-
plexity of a tracebackmectanismis large if the attackis
distributed andthe mechanisrmustberesilientto attacks.

Severalfiltering mecharsmshave beenproposedto pre-
vert spoofingsourceaddessesin IP paclets ([7], [13],
[16]). While IP spoding is not necessarin DDoS attacks,
it helpsattaclers hide the identity of attackingmachires
so they canreusethemfor future attacks. D-WARD and
mary other DDoS prevertion mectanismswould berefit
from morereliablepaclet sourceaddresses.

Protocoland applicationscrubling [14] (typically ap-
plied atthe entry poirt to a victim network) have beenpro-
posedto remave ambiguties from transpot and applica-
tion protacols. Scrubling caneliminatemary vulneabil-
ity attacksthatuseprotacol ambiguties to bypassintrusion
detectionsystems.A protocd scrubker could be installed
at the exit point of the sourcenetwork and thus prevent
vulnerability-tasedattacksoriginatingfrom this network.

7. Future work

D-WARD can successfully recogiize and constrain
mary attacks,and offers continted good serviceto legiti-
matecomectionsthatoriginatebefae andafterthe attack.
It hasseveralshortconings,however, thathave notbeenad-
dressedn thecurrert design We briefly discusghemhere
andplanto investigatehemin our future work.

Repeatedattacks. D-WARD retainsno memoryof pre-
vious attacksandthuswill recogqize floodng periads of
pulsingattacksas new attackinstances.Repeatedttacks
area comnon problem for all DDoS defensesystems.We
planto investigatethe introdiction of past-attacknemay
into the classificatiorproess.We expectthatthis measure
will be effective agairst repeatedttacksthataresimilar to
pastattackinstances.

Detectionof UDP attacks. D-WARD currerily detects
only thoseUDP attacksthat uselP sourceaddressspoof-
ing or geneate high-rate floods. In our future work, we
will investigae possibilitiesfor communicationbetweerD-
WARD andthevictim, andbetweerseveral D-WARD sys-
temswith the goal of detectingmore subtle UDP attacks.
Properauthenticiion will be perfomedto prevent the at-
taclkersfrom misusingthis communicationto dery service
to ary host.

Asymmetric routes. If the sourcerouterdeplg/ing D-
WARD is notthe only borcer routerof the sourcenetwork,
it mightnotseebothdirectionsof theflow for certainpeers,
andthuswill notclassifytheseflows properly. Thisis avery
likely situation,for mary of todays networks useseveral
borcer routersfor resilieny andload-kalancingpurmposes.
We will investigatetechnigesto detectasymmetic flows
andto obtaincorrect statisticsfrom D-WARD systemsn-
stalledat otherborde route'sin thedomain.

Legitimate flows that start during the attack. As dis-
cussedin Section2.2, the limited size of the connetion
hashtable offers the possibility of poor serviceto legiti-



mateconnedions that begin during the attack. We arein-
vestigding technquesthatwill enableusto make anearly
distinctionbetweertransientandbadcomectionsandthus
addessthis prodemin atimely manner

Porting to a hardware router. Ourimplementéion of
D-WARD in a Linux routergivesus maxmum flexibility
for designing developing, andtesting. We planto imple-
mentD-WARD in the Intel IXP, a programmake hardware
router ([10]). This will help us assesdhe level of diffi-
culty in porting D-WARD to realroutersandenableustest
whethe D-WARD canhande traffic athigh speeds.

8. Conclusion

D-WARD offers an effective defenseaganst distributed
denial-of-senice attacks. By applying that defenseat the
poirt whereDDoS traffic entersthe network, D-WARD is
ableto spreadthe deploymentcostamorg mary systems
andremove the uselesdoad of DDoS traffic from the In-
ternetasa whole. The early versionof D-WARD can ef-
fectively detectindividual flows cortributingto aDDoS at-
tack and apply reasoable rate limits to bring themunder
cortrol. In afew second, D-WARD candetectmary com-
mon forms of DDoS attacks,and candranatically redu@
theireffectalmostimmediately More sophisticate@ttacks,
suchasthosethat slowly increaetheir sendingrates,take
longerto detectbut D-WARD contrds themalmostassoon
asthey have sufficient volume to affect the victim. At the
sametime, legitimate flows from the sour@ network pro-
ceedunharmed. The perfamanceresultsshovn herewere
obtaired usingrealtraffic, real attacks real attackandvic-
tim machines,andarealsoftwarerouter Thetraffic patterrs
usedfor ordinary backgourd traffic werederivedfrom real
tracesof our network, andin somecasesvereevenreplays
of thattraceddata. Thus, we expect that theseresultsare
likely to applyto realdeplayments.

Thegreatconplexity of theDDoSproblemsuggestshat
its solutionwill reqgure the useof multiple defensessuch
asfiltering, tracebackand pushlack systems. This paper
demanstratesthat D-WARD's appoachis likely to be an
importantcompaentin suchanintegrateddefersesystem.
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