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Abstract—Aggregation of self-reconfigurable robotic modules can potentially offer many advantages for robotic locomotion and manipulation. The resulting system could be more reliable and fault-tolerant and provide the necessary flexibility for new tasks and environments. However, self-aggregation of modules is a challenging task, especially when the alignment of the docking parties in a 3D environment involves both position and orientation (6D), since the bases of docking may be non-stationary (e.g., floating in space, underwater, or moving along the ground), and the end-effectors may have accumulated uncertainties due to many dynamically-established connections between modules. This paper presents a new framework for docking in such a context and describes a solution for sensor-guided self-reconfiguration and manipulation with non-fixed bases. The main contributions of the paper include a realistic experiment setting for 6D docking where a modular manipulator is floating or rotating in space with a reaction wheel and searches and docks with a target module using vision. The movement of the docking parties is a combination of floating and manipulation, and the precision of the docking is guided by a sensor located at the tip of the docking interface. The docking itself is planned and executed by a real-time algorithm with a theoretical convergence boundary. This new framework has been tested in a high-fidelity physics-based simulator, as well as by real robotic modules based on SuperBot. Experimental results have shown an average success rate of more than 86.7 percent in a variety of different 6D-docking scenarios.

I. INTRODUCTION

Self-reconfigurable robotic systems could potentially offer immense time and cost savings in challenging environments such as space or disaster recovery situations. Such systems can repair, extend, or alter their kinematic structures to meet the demands of new and possibly unexpected tasks and environments that are beyond the capabilities of fixed-shaped robots. By self-reconfiguring their modules, such robots could also recover from component failures and offer greater options for deployment and mission execution. Many challenges need to be overcome before this vision can be realized.

One of the key challenges is fully autonomous docking among self-reconfigurable modules. Specifically, how can a self-reconfigurable manipulator, which consists of many modules, position and orient its end-effector dock with the dock of a target module to physically connect the two docks together and form a larger system? In any 3D environment, such as space, the docking challenge is amplified in three major ways. First, the problem must be considered in its full 6D form: the 3D position and 3D orientation of the docks to be connected must be reconciled for successful docking. Second, the bases of the docking parties may be non-fixed (e.g., floating in space or underwater). In such situations, a movement of the robot’s joints may induce a reactionary force that changes the robot’s current base (or pose) substantially. Third, the connections among modules are mostly established dynamically, which may result in accumulated uncertainties at the tip of docking interface.

This paper makes three main contributions toward solving this challenging problem. It presents a realistic experimental environment for 6D docking where a modular manipulator is floating or rotating in space with a reaction wheel and searches and docks with a target module using vision. In this environment, the movement necessary for successful docking is a combination of floating and manipulation. The precision of the docking is guided by a sensor near the tip of the docking interface. The docking itself is planned and executed by a real-time algorithm with a theoretical convergence boundary. This new method has been tested in a high-fidelity simulation environment, as well as with physical robotic modules based on SuperBot [1]. The results have shown an average success rate of more than 86.7 percent in a variety of different 6D-docking scenarios.

The rest of the paper is organized as follows. Section II discusses related work in self-reconfigurable docking, including manipulation planning and control. Section III describes the 6D-docking environment and its challenges. Section IV presents the developed control algorithms for 6D-docking. Section V describes the experimental evaluation of the proposed method, both in physics-based simulation and on real hardware. Section VI concludes the paper with some potential future work.

II. RELATED WORK

A. Self-Reconfigurable Docking

The ability for self-reconfigurable modules to connect and disconnect from one another is extremely important. Designing mechanisms and algorithms that facilitate this ability has been a focus of self-reconfigurable robot research from its earliest days. A plethora of docking hardware designs have been presented in the literature, e.g., [1]–[9], and include physical latches, teeth, and magnets, each with their own advantages and disadvantages. The SuperBot module
docks used in our experiments have a specialized tooth-based design called SINGO [10] that allows for two modules to disconnect even if one of the modules fails completely. This fault-tolerance is extremely important in space applications.

Much work has been done in the area of autonomous self-reconfiguration docking algorithms using chain-type, lattice-type, and hybrid self-reconfigurable systems, though these algorithms have been primarily limited to 3D cases (either 3D positioning or 2D positioning with 1D orientation correction). Most studies dealing with docking of separated modules, such as those of M-TRAN [12], [13], relied on flat horizontal floors to compensate the modules’ lack of dexterity and other specifically designed connector mechanisms to cover misalignment. This is due to the modules’ lack of sensors or precision in actuator control for docking. In [4], Rubenstein, et. al. demonstrate autonomous 3D docking between CONRO modules on the ground (2D positioning and 1-D orienting). Yim, et. al. provide similar autonomous docking in [11] with additional results shown in 3D with UBot [14], mobile and swarm self-reconfigurable robotics [15]–[18], and robotic boats [19]. More recently, the M-Blocks [7] from MIT’s CSAIL have demonstrated docking that could be considered 6D using an internal flywheel and magnetic connectors.

The SuperBot modules used here were designed to combine the advantages of both lattice and chain-based configurations. In this particular application, the sensor-free “blind” lattice-based docking is inapplicable because the modules must use their sensors to align and dock. Although modular and self-reconfigurable manipulators have received attention in the literature [20]–[23], to the best of our knowledge there is no related work on the use of modular self-reconfigurable hardware for precision docking in 6D. It is important to note that the 6D docking problem with a self-reconfigurable manipulator is a very difficult manipulation problem in its own right. Theoretically, the control of a self-reconfigurable or modular manipulator does not differ greatly from traditional manipulator control, but practical concerns (including quickly accumulating sensor and actuator noise, distribution of computation, etc.) render this problem extremely difficult in a real-world setting, necessitating a novel sensor-guided approach. The controller developed in this work addresses this question and provides an approach general enough for any chain-based reconfigurable robot docking based on sensors. Furthermore, by using Superbot’s SINGO dock design [10], compensation for some of the errors caused by both the controller and sensor noise is achieved.

B. Non-Fixed Base Manipulation

Space robot manipulation systems with non-fixed bases have been studied in the literature (e.g., [24], [25]). These systems are more difficult than fixed-base systems in terms of dynamics and control. However, the control of self-reconfigurable manipulators without a fixed base is an open research area. The work presented in this paper may represent a first step in this direction toward controlling such self-reconfigurable systems in space, underwater, or in micro-gravity environments by considering the 6D docking scenarios where the base is allowed to freely rotate or move about one or more axes.

C. Docking Manipulation by Inverse Kinematics

Solving the inverse kinematics (IK) problem is a key step in performing any manipulation or self-docking task, especially docking with a self-reconfigurable manipulator. The dynamic number of links and potential for hyper-redundancy makes this problem especially difficult for self-reconfigurable manipulators. It is therefore of the utmost importance that we select an inverse kinematics methodology that is well suited to addressing such issues.

Classical approximation approaches to solving the IK problem, such as those based on the Jacobian, suffer from numerical issues around singularities and do not scale well with the number of DOF [26]. This makes them difficult to apply to self-reconfigurable manipulators. The limitations of Jacobian-based approximations have led to a plethora of alternative solution strategies. For a thorough analysis of the multitude of IK techniques applicable to redundant and hyper-redundant manipulators, consult [26].

Following work in [27]–[29] and inspired by the encouraging experimental results provided, we have adopted particle swarm optimization (PSO) as the core component of our inverse kinematics methodology. PSO finds high-quality solutions to the IK problem for self-reconfigurable manipulators very efficiently, according to extensive tests we have performed both in simulation and on real-world hardware.

III. 6D-Docking Experimental Setup

In order to realistically investigate and develop solutions for the 6D-docking problem, we designed and constructed a physical testing apparatus using self-reconfigurable modules in a simulated micro-gravity (space or underwater) environment. Shown in Figure 1, two robotic systems "A" and "B"
are mounted on the two ends of a nearly frictionless rotatable bar or rig to simulate the flying or floating in an orbit in space. The system A is a single SuperBot module with a reaction wheel (a dumbbell) that can spin continuously with variable speed and directions. The controlled acceleration of this reaction wheel produces a corresponding force that rotates the apparatus bar, thus causing systems A and B to fly in a circular orbit above the table. The system B consists of two SuperBot modules (3 degrees of freedom (DOF) each) and is a manipulator with 6 DOF. One end of B is mounted on the bar and the other end acts as an end-effector with a dock interface and can move freely in space and reach down or around for a target. A camera is mounted on B near the end-effector so that B can look down or around while it is flying in orbit. A target module “C” is placed freely on the table and it has a dock interface facing upward ready to be docked by B. The target also has a visual marker (called an April Tag [30]) for B to see. The objective of this testing is for the manipulator B (with the assistance of A controlling the rotation or orbit of the apparatus bar) to reach and dock with the target C. After docking, C and B will be aggregated together and become a new and larger manipulator with 9 DOF.

This experiment apparatus contains most of the challenges for 6D-docking with non-fixed bases. First, all components are made of real self-reconfigurable modules, meaning the system inherits all the challenges of self-reconfiguring modules. Second, the base of the manipulator B is easily movable or not stationary, and any movement of B’s internal joints may cause a change of its center of mass and thus produce a change in its position in orbit. Furthermore, the rotation of the bar is nearly frictionless, making the control of the positions of A and B subject to momentum changes and non-holonomic. The flight in orbit can be controlled to some extent by the velocity of the reaction wheel on A, but it is common that B may either overshoot or undershoot the target. This makes the search for the target challenging, as the system must consider both its current position and momentum for effective control. This is very similar to the control of a boat on water. Once B finds that C is within its reach, its vision system must carefully identify the position and orientation of the target, plan its manipulation using inverse kinematics, and execute the planned movement to dock with the target. During the execution of its internal joint movements, B’s base position may be affected, requiring B to communicate with A to fly back in position to align with C again. In short, the manipulation and floating of the system must be integrated coherently in order to achieve a successful docking with the target.

IV. 6D-Docking Control Algorithms

The control of a successful 6D docking involves several stages that must be interwoven with one another. First, the system A+B must search and find the target C. Second, once C is within reach, system B must use its vision to identify the relative position and orientation of C. Third, B must plan its manipulation using inverse kinematics to align its end-effector dock with the dock of C. Fourth, when the two docks are aligned, B must activate its dock motor to physically dock with and aggregate C. During these stages, if B notices that C disappears from the camera’s field of view after a manipulation movement, then B must inform A to reactivate the search for C and resume the planning and manipulation for docking after the target is re-acquired.

**Algorithm 1: 6-D Docking (FLY-SEARCH-DOCK)**

**Input:**

- \([v_{min}, v_{max}]\): the range of speed of reaction wheel
- \(v_t\): the current speed of reaction wheel, \(v_t = v_{min}\)
- \(E\): status of target search \(\infty\) for no target is seen
- \(\delta\): threshold for target search \(E \leq \delta\) target centered
- \(v_f\): speed jump to produce rotational force, \(v_f = 1\)
- \(C\): a manipulation path to dock with target

1. **Function** FLY-SEARCH-DOCK()

   2. while \(E > \delta\) do
      3. if \(\delta < E < \infty\) (target seen, yet uncentered) then
         4. \(v_t = v_t + v_f\); // jump to produce force
         5. \(E = \text{TargetInVision}()\); // check target
         6. if \(E > \delta\) (still uncentered) then
            7. \(v_f = v_f + 1\); // plan a greater force
            8. Gently reduce \(v_t\) to \(v_{min}\); // prepare
            9. continue
         10. else
             11. break; // target is at center
      12. else
         13. Gently reduce \(v_t\) to \(v_{min}\); // prepare jump
         14. \(v_t = v_{max}\); // jump to produce force

15. \(C = \text{Algorithm 2}\); // plan a path for 6-D dock

16. while Executing \(C\) do

17. if \(E > \delta\) then

18. goto Line 2

The controller for 6D docking is presented in Algorithm 1. The feedback for target searching is provided by the function TargetInVision() using the camera mounted on the 6-DOF manipulator (see B in Fig 1). The vision system maintains a continuous search for a neon-green-colored fiducial marker (associated with the target) in the environment. Tracking these color blobs gives us information about which acceleration direction to produce to move the reaction wheel motor. This feedback allows us to center the end-effector over the target marker (Line 2-14), as well as reposition the base of the manipulator should it move during its manipulation to dock with the target (Line 15-18).

In simulation, it is sufficient to use a simple proportional derivative (PD) controller to position the end-effector over the fiducial marker. We simply use the distance between the center of the image and the center of the color blob picked up by the camera as the error measure. In the hardware environment, however, such a controller is too simple due
to the varying and unpredictable friction of the rotating bar. Additionally, the testing table is not perfectly level giving rise to a search space with valleys that require greater force to navigate. Thus, different amounts of acceleration are needed at different points in orbit in order to swing the rig around the appropriate amount. If the correct acceleration is not given, the rig may rotate opposite of the intended direction, negating any progress made during the reaction-wheel acceleration.

In order to overcome this challenge, we developed a closed-loop acceleration controller (see Line 7 in Algorithm 1) that gradually increases acceleration (i.e., $v_f$ for jump in speed) until it detects that visual progress has been made ($E \leq \delta$). This is accomplished by iteratively performing larger and larger jumps. A jump is defined as an instantaneous change in velocity from speed $v_i$ to $v_j$ and may be either upward or downward. Note that upward and downward jumps allow us to produce both positive and negative accelerations. Therefore it is sufficient to spin the reaction wheel in only one direction to achieve bi-directional control of the rig. These sudden velocity changes produce the accelerations, thus forces, needed to move the rig the desired amount in a rough order (similar to row a boat on water). Furthermore, we take advantage of the small yet noticeable friction inherent in the freely rotating joint at the center of the bar to ensure that backward slippage is avoided. This is achieved by gradually or gently decrementing (or incrementing, depending on the direction of motion) the velocity of the rotation wheel such that the position of the rig is stabilized first before continuing with the next speed. This procedure prepares for the next jump without disturbing the current position of the bar. This prevents backwards slippage and allows us to control the rotational direction of the manipulator.

In essence, the camera reads the x,y position of the blob generated by the colored fiducial marker in the camera image. The image x-direction—which is perpendicular to the rotating bar-offset (from the image center) of the blob—is used as the error measure and the feedback to the reaction wheel acceleration controller. If the color blob is not in view of the camera, we use the reaction-wheel to rotate the rig in a default direction (Line 14 in Algorithm 1) while keeping our camera on in case the marker is seen. Once the marker is seen, the image is used to determine the acceleration amount (positive or negative) needed to produce the motion of the rig that centers the blob (Lines 4-9 in Algorithm 1). Alignment progress with the visual marker is done by gradually increasing the acceleration through jumping of the motor speed to induce larger and larger torques at the freely rotating joint until sufficient progress is made. After each jump, the reaction wheel speed is gradually and gently reduced, first ensuring stability of position at each speed value, and then continuing with further reductions in speed until the reaction wheel speed has reached its base value. This process repeats itself until the target blob is centered in the camera image. Once the blob marker has been centered within the error margin ($\leq \delta$), the framework proceeds with manipulation of the arm by calling Algorithm 2.

A. Manipulation to Dock

Algorithm 2 is for manipulating the end-effector of the flying robot to dock with the target. It is called when the target is centered at the visual field of the 6-DOF manipulator so that it can proceed to reach and dock with the target. This algorithm first identifies the relative position and orientation of the target with respect to its current base, and then uses particle swarm optimization to solve the inverse kinematics problem to align its end-effector to dock with the target.

---

**Algorithm 2:** 6-D Docking (Manipulation)

**Input:**
- $F$: fitness function, $n$: number of dimensions (manipulator DOF), $m$: number of particles, $N$: max iterations, $h$: quality threshold, $W$: W-space target point

**Output:**
- $C$: solution to IK problem for $W$

```plaintext
Function PSOIK()
numIts := 0;
bestFitness := MAX_FLOAT_VALUE;
qualityMet := false;
Initialize $m$ particles $x_i$ uniformly in search space;
foreach $i := 1...m$
    Initialize $m$ best particles $p_i := x_i$;
    if $F(p_i) < bestFitness$ then
        $C := p_i$;
        bestFitness := $F(C)$;
while numIts < $N$ and !qualityMet do
    foreach $i := 1...m$
        foreach $j := 1...n$
            update element $j$ of particle $i$ using basic PSO update equations;
            Clamp particle back into search space, if necessary;
            fitOld := $F(p_i)$;
            fitNew := $F(x_i)$;
            if fitNew < fitOld then
                $p_i := x_i$;
                if fitNew < bestFitness then
                    $C := x_i$;
                    bestFitness := fitNew;
                    if bestFitness < $h$ then
                        qualityMet := true;
                        numIts++;
return $C$;
```

Particle swarm optimization is a swarm-based metaheuristic optimization algorithm that has been demonstrated to be quite effective in solving difficult and high-dimensional optimization problems in a number of diverse domains [31], [32]. The basic idea of PSO is that a swarm of particles, each $n$-dimensional, performs an independent search in the
space of possible \( n \)-dimensional solutions while exchanging information with one another to accelerate the search. Each particle \( i \) is a point \( x_i \) in this search space with a certain velocity \( v_i \) and has an associated fitness given by the objective function \( (F) \) value at that point \( F(x_i) \). Particles move around in this search space randomly but sampling is biased toward a random weighted average of the best position achieved by any particle in the swarm \( g \) and the best position achieved by each particle individually, \( p_i \). This focuses random searches on areas of the search space where a global optimum is expected to be.

To apply PSO to IK problems for any serial manipulator with any number of DOF \( n \), our algorithm PSOIK searches directly in the space of possible manipulator joint angles for an optimal set of joint angles, and uses Equation 1 as a fitness (objective) function to be minimized.

\[
F(q) = w_p \cdot \text{posError} + w_o \cdot \text{orientError}
\]

(1)

This function \( F \) maps a set of joint angles \( q \) to a real number, which is the fitness of joint angles \( q \). \text{posError} is the magnitude of the position error between the end-effector pose corresponding to \( q \) (given by the forward kinematics model) and the target end-effector pose. \text{orientError} is the magnitude of the vector of Euler angles representing the rotational difference between the pose of the end-effector corresponding to \( q \) and the target end-effector pose. \( w_p \) and \( w_o \) are nonnegative weights trading off the relative importance of each error term. It is evident that the optimal set of joint angles has a fitness function value of 0. Thus, the closer a particle’s fitness is to 0, the better that set of joint angles is. Algorithm 2 illustrates the steps necessary to apply PSO to the inverse kinematics problem for a serial manipulator with an arbitrary number of DOF \( n \). Algorithm 2 uses Equation 1 as the PSO fitness function \( F \). The experiments conducted here used 1000 particles with 500 iterations. For a more detailed discussion of the application of PSO to IK problems see [33].

PSO is a metaheuristic that is often chosen for solving difficult optimization problems in because of its efficiency and ease of implementation. Recently, a theoretical proof of its convergence has become possible by combining PSO with some known converging framework such as branch and bound. Using these properties, we could create a globally convergent IK solution for self-reconfigurable manipulators of any size that is guaranteed to find a solution in a finite amount of time (provided a solution exists and the algorithm is given an error tolerance that is strictly greater than zero).

V. EXPERIMENTAL EVALUATIONS AND ANALYSIS

To evaluate the performance of the framework presented above, we have designed and implemented four categories of test experiments C1-4 as shown in Fig 2.

- Category C-1 include the test cases where the target module is directly beneath the manipulator arm but displaced by half a module distance either to the left or right of the end-effector.
- Category C-2 include the test cases similar to C-1, except the target module’s dock is no longer directly beneath the manipulator arm but displaced by half a module distance either to the left or right of the end-effector.
- Category C-3 includes test cases where the target dock lies on the reachable working sphere in the workspace of the end-effector. The target dock angle was approximately 25 degrees from the normal of the plane intersecting the sphere as shown in Fig 2. Note that both lateral and sagittal cases on the spherical workspace were tested and that any excessive push will cause the target module to fall down on the table. This eliminates any advantage arising from simply pushing down toward the table.
- Category C-4 include the test cases where the target is randomly placed on the table with positions and orientation from C-1 through C-3. This category requires the robots A and B to perform the complete circular search and manipulation for a successful 6-D docking.

We have experimented these four categories in both high-fidelity physics-based simulation [34], as well as in physical real-world using the SuperBot self-reconfigurable modules.

In simulation, we have modeled the rotational bar/rig with the reaction wheel, 6-DOF manipulator, frictionless joint, and target module and tested our manipulation algorithms in a noise-free environment shown in Fig. 3(left). We have performed 10 runs in each category, and the results have shown a 100 percent successful rate in 6D docking. Although these runs are noise-free, they validated the theoretical correctness of the proposed control algorithm.

The hardware experiments are more challenging due to the inherent noise and uncertainties of the hardware. Fig. 3(right) shows the hardware experimental setup. The SuperBot module labeled "Reaction Wheel" produces the controlled force for the rotational bar, while at the other end of the bar, two connected SuperBot modules are connected as a 6-DOF manipulator with a docking interface at the tip of the arm.
Fig. 3: The simulation and hardware experiments for 6D-docking in simulated micro-gravity environments with a reaction wheel, a 6-DOF manipulator, and a target module. LEFT: A snapshot of the simulation experiments. RIGHT: A snapshot of the hardware experiment with SuperBot self-reconfigurable modules.

TABLE I: Experimental Testing Categories and Results

<table>
<thead>
<tr>
<th>Category</th>
<th>Distance</th>
<th># Runs</th>
<th>Success (Sim)</th>
<th>Success (HW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-1</td>
<td>Near</td>
<td>10</td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td>C-1</td>
<td>Far</td>
<td>10</td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td>C-2</td>
<td>Left</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>C-2</td>
<td>Right</td>
<td>10</td>
<td>10</td>
<td>7</td>
</tr>
<tr>
<td>C-3</td>
<td>Back</td>
<td>10</td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td>C-3</td>
<td>Front</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>C-3</td>
<td>Left</td>
<td>10</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td>C-3</td>
<td>Right</td>
<td>10</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td>C-4</td>
<td></td>
<td>10</td>
<td>10</td>
<td>8</td>
</tr>
</tbody>
</table>

Using this hardware setting, we have performed a total of 20 trial runs for each category with the target module placed on different height. A successful 6D-docking experiment is defined as to be able to dock the target module and lift it up from the table into air. Table 1 lists the results of these experiments. As we can see, an average successful rate across all categories are 86.7%. These results demonstrate the feasibility and functionality of autonomous 6D-docking in the physical 3D world. With the two SuperBot modules 6-DOF manipulator, these experiments demonstrated the capability of docking with the target in some difficult reorientations and displacements. For example, some of Category C-2 cases would be normally impossible to reach with a limited degree of freedom arm. A representative video of these physical experiments is shown here http://www.isi.edu/robots/starcell/6d-docking-demo.mp4.

The observed successes of these experiments provide convincing evidence for the validation and versatility of the proposed framework and the SuperBot self-reconfigurable modules. In tandem with our control algorithms, the manipulator arm was able to overcome the local and aggregate error of the modular robots to perform precise docking. Even in cases where the end-effector dock was inexact positioned/reoriented relative to the target dock, the grooves present in the teeth of the SuperBot dock design facilitated the sliding of the two docks into a secure and tight connection. This extra error margin compensated for lateral errors arising from the rotation wheel control or camera and also for vertical errors caused by the environment and the dynamic shift of weight of the manipulator arm and rig. The flexibility of such a system demonstrated some new advanced and reliable features in multi-task demanding environments and provides further evidence for advantages over fixed-shaped and task-specialized robots. It is important to note that the limited failure cases observed are attributable to imprecisions in the path planning solutions that sometimes lead the end-effector dock through motions that bump the target dock. These imprecisions arise from the camera and April Tag reading, but more importantly arise from the inherent limitations of using a 6-DOF arm to plan motions in a very complex workspace. However, these impediments are minor and can be obviated by increasing the dexterity of the arm with additional modules and also through inclusion of obstacle-avoidance techniques in the motion planning.

VI. CONCLUSIONS AND FUTURE WORK

This paper presented a novel 6D docking framework for non-fixed base manipulators of self-reconfigurable robots and reported the first successful demonstration of fully autonomous 6D docking using self-reconfigurable robot modules. The evaluations are conducted in physics-based simulation and real-world hardware, demonstrating their validity and real-world applicability to self-reconfigurable robot systems. As such, it marks an important step toward autonomous manipulation and 6D docking of self-reconfigurable modules in space and other challenging environments.

Recently, we have extended our work to include full 6D manipulator aggregation. Additional experiments have been performed to activate the target module once docking has been achieved. The aggregation of the target module with the manipulator through docking allows the system to form a larger manipulator capable of greater dexterity and function. Thus, the new larger manipulator can be used for tasks that the original manipulator could not perform without the additional degrees of freedom provided by the new module. Our work is therefore also the first demonstration of full 6D module aggregation on self-reconfigurable robot hardware and greatly increases the power of self-reconfigurable robotic manipulators to solve problems in difficult or highly dynamic environments. The link: http://www.isi.edu/robots/starcell/Dock-Activate.mp4 shows...
an example module aggregation video while all videos can be accessed through http://www.isi.edu/robots/starcell/.

There is however, much future work to be done in this research area. For example, a tighter integration of the reaction wheel control with the manipulation algorithm may be necessary when the arm’s movement inevitably changes the center of mass of the entire system. For now, they are primarily independent, with the reaction-wheel control algorithm initializing the manipulation algorithm autonomously once the arm has converged on the target. We have performed initial experiments in which one or more additional “looks” are performed during the execution of Algorithm 2. If the camera detects that the target is no longer sufficiently lined up, the reaction wheel takes over to converge upon it again before returning control to the manipulation algorithm. This would allow for accommodation of scenarios where the target module is also moving or on a frictionless rotatable platform. Initial results of such hybrid approaches are promising, but a more principled approach must be determined to combine these two components.
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