Maximal Operation Time Estimation for Modular and Self-Reconfigurable Robots with Output Current Constraints
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Abstract—A key problem in modular and self-reconfigurable robot power sharing research is that of estimating the globally maximal operation time (MOT) of a system of connected modules that share power with one another, as this information is vital to determining resource allocation in power sharing schemes. Existing MOT estimation algorithms do not consider the effect that output current constraints at each module—i.e., the fact that each module can only share a certain amount of power with other modules—have on the estimation of MOT information. This paper proposes both centralized and distributed algorithms for estimating the MOT of systems of connected modular and/or self-reconfigurable robots in which each robot module is subject to constraints on the amount of electrical current it can output. These algorithms are based on a transformation of the power sharing problem (with output current limits) to a minimum-cost flow problem, for which efficient algorithms exist. The proposed algorithms are validated in large-scale simulations to demonstrate their correctness, feasibility, and scalability.
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I. INTRODUCTION

In recent years, there has been a growing emphasis in the modular robotics literature on optimizing the collective operation time of systems of robotic modules. A key problem in modular and self-reconfigurable robot power sharing research is that of estimating the globally maximal operation time (MOT) of a system of connected modules that share power with one another, as this information is vital to determining resource allocation in power sharing schemes.

Many modular robotic systems, notably self-reconfigurable robots (e.g., [1], [2]), are designed such that each module is itself an autonomous robot, with its own electronics, sensors, actuators, and its own independent power source. One potential advantage of such systems is that connected groups of modules could coordinate with one another to autonomously share power in a way that maximizes the operation time of the entire system. Research into modular and self-reconfigurable robot power sharing has been largely focused on designing hardware mechanisms that facilitate the transfer of power from one module to another (usually passively, without the modules having control over the amount shared, e.g. [3], [4]).

In contrast, few studies have considered the power sharing problem at an algorithmic level: how can systems of connected robot modules autonomously share power with one another in a way that maximizes the collective operation time of the entire system? In our previous paper [5], we proposed a near-optimal power sharing algorithm for self-reconfigurable modular robots that showed promising results when compared against the state-of-the-art schemes proposed in [3], [4]. One drawback of our method, however, was that it utilized the impractical assumption that each robot module could share as much current as needed with other modules in the system (provided the shared amount did not deplete the module’s power resource completely). Power resources generally have output current constraints that limit the amount of outgoing current. Such constraints would cause our previously proposed method to overestimate the MOT of the system, leading to poor resource estimation and allocation.

In this paper, we propose centralized and distributed versions of a new MOT estimation algorithm which is capable of generating high-quality approximations of the MOT of a system of robot modules, even when the independent power sources of each module contain (possibly different) current output limits. This algorithm is based on a transformation of the power sharing problem with current output limits to a minimum-cost flow problem, for which efficient algorithms are known. The next section discusses necessary background information on related energy allocation approaches.

II. BACKGROUND AND RELATED WORK

Energy allocation techniques have been studied in a number of domains, including smart buildings and smart grids (e.g., [6], [7], [8]), Vehicle-to-Grid research (V2G) [9], energy optimization for sensor networks [10], [11], etc.

Energy allocation problems, including those studied in the research above, are often modeled as flow problems, most notably using a minimum cost flow (MCF) problem formulation [12]. In general, the model of MCF consists of a network configuration (visualized as a graph) $G = (N, A)$, where $N$ is a set of nodes and $A$ is a set of arcs. Each arc includes an associated cost $c_{ij}$ and capacity $u_{ij}$, where $i, j \in N$ and $(i, j) \in A$. $b(i)$ represents the supply (if $b(i) > 0$) or demand (if $b(i) < 0$) of node $i$. By minimizing
the objective function in Eq. 1 (below), the minimum cost flow \( x_{ij} \) on each arc \((i,j)\) can be obtained:

\[
\text{Minimize } z(x) = \sum_{(i,j) \in A} c_{ij} x_{ij} \tag{1}
\]

By applying MCF, we can obtain the optimal energy allocation between each node, i.e. \( x_{ij} \), with respect to the minimization of the path cost.

In MCF problems, \( b(i) \) is given as input; however, in the power sharing problem with which this paper is concerned, the supplies and demands of each robot (node) are unknown and need to be estimated online. In most related approaches (including those in [6], [8]), the algorithm must be given as input the supplies and demands of each node in order to compute a solution, making them unsuitable for solving the problem at hand.

Additionally, we note that in order to obtain a feasible solution, one of the assumptions for the input to MCF algorithms is that the total supply in the network is equal to the total demand (Eq. 2).

\[
\sum_{i \in N} b(i) = 0. \tag{2}
\]

Though we do not know the supplies and demands for power of each modular robot, we show that the power sharing problem with current output limits can be transformed into a minimum cost flow problem that satisfies Eq. 2. In the next section, we formalize the power sharing problem for systems of modular and self-reconfigurable robots.

### III. POWER SHARING IN SELF-RECONFIGURABLE AND MODULAR ROBOT SYSTEMS

We model a modular or self-reconfigurable robot system as a graph \( G = (N, A) \), where the set of graph nodes \( N \) represents the set of modular robots in the system, and the set of graph arcs \( A \) represents the connections between pairs of modules. We use \( b(i) \) to denote the power supply \( b(i) > 0 \) or demand \( b(i) < 0 \) of each robot \( i \). The symbol \( \pi_{\text{power sharing}} \) denotes a power sharing policy. \( \text{rcc}(i) \) and \( \text{cc}(i) \) stand for remaining charge capacity (remaining units of power) and current consumption (rate of power consumption) for robot \( i \), respectively. \( \text{T}^*(G(N, A)) \) represents the theoretical maximum operation time of the whole system and can be calculated as in equation (3) [5]. \( \text{T}(i) \) represents the measured operation time of robot \( i \).

\[
\text{T}^*(G(N, A)) = \sum_{i \in N} \frac{\text{rcc}(i)}{\text{cc}(i)}, \forall i \in N. \tag{3}
\]

**Lemma 1:** Without considering path loss and the regulator’s efficiency, if there exists a \( \pi_{\text{power sharing}} \) which makes each modular robot’s operation time the same, then the system can reach \( \text{T}^*(G(N, A)) \).

**Proof.** After applying \( \pi_{\text{power sharing}} \), the operation time of every robot \( i \) can be represented as equation 4, where \( \text{rcc}^\pi(i) \) denotes \( \text{rcc}(i) \) after \( \pi_{\text{power sharing}} \) is applied. We can multiply \( \text{cc}(i) \) on both sides of equation (4) and obtain equation (5).

\[
\hat{T}(i) = \frac{\text{rcc}^\pi(i)}{\text{cc}(i)}, \forall i \in N
\]

\[
\Rightarrow \text{rcc}^\pi(i) = \text{cc}(i) \cdot \hat{T}(i) \tag{5}
\]

Based on the assumption of lemma 1, we ignore path loss and the regulator’s efficiency. By summing equation (5) over all robots \( i \), we can obtain equation (6), then derive equations (7) and (8) using (3) to establish lemma 1.

\[
\sum_{i \in N} \text{rcc}(i) = \left( \sum_{i \in N} \text{cc}(i) \right) \cdot \hat{T}(i) \tag{6}
\]

\[
\Rightarrow \sum_{i \in N} \text{rcc}(i) = \sum_{i \in N} \text{cc}(i) \quad \hat{T}(i) \tag{7}
\]

\[
\Rightarrow \text{T}^*(G(N, A)) = \hat{T}(i). \tag{8}
\]

**Lemma 2:** For lemma 2, we again ignore path loss and the regulator’s efficiency. If \( \pi_{\text{power sharing}} \) can’t make each modular robot’s operation time be the same due to some constraints, then the system can’t reach \( \text{T}^*(G(N, A)) \).

**Proof.** Starting from equation (5), since \( \hat{T}(i) \) is not the same for each robot \( i \), once we sum equation (5) of each robot \( i \), we can obtain equation (9).

\[
\sum_{i \in N} \text{rcc}(i) = \text{cc}(0) \cdot \hat{T}(0) + \text{cc}(1) \cdot \hat{T}(1) + \ldots + \text{cc}(|N| - 1) \cdot \hat{T}(|N| - 1).
\]

\[
\text{min}(\hat{T}(i)) \quad \text{represents the system operation time, and it can be extracted from each } \text{cc}(i) \cdot \hat{T}(i), \quad i \in N \quad \text{to derive equation (10)}.
\]

\[
\Rightarrow \sum_{i \in N} \text{rcc}(i) = \left( \sum_{i \in N} \text{cc}(i) \right) \cdot \text{min}(\hat{T}(i)) + \text{cc}(0) \cdot \hat{T}(0)_{\text{residual}} + \text{cc}(1) \cdot \hat{T}(1)_{\text{residual}} + \text{cc}(2) \cdot \hat{T}(2)_{\text{residual}} + \ldots + \text{cc}(|N| - 1) \cdot \hat{T}(|N| - 1)_{\text{residual}},
\]

where \( \hat{T}(i)_{\text{residual}} = \hat{T}(i) - \text{min}(\hat{T}(i)) \).

\[
(10)
\]

By collecting \( \text{cc}(i) \cdot \hat{T}(i)_{\text{residual}} \) into \( \text{RCC}_{\text{unutilized}} \), we can obtain equation (11) and then derive equations (12) and (13) from it.

\[
\sum_{i \in N} \text{rcc}(i) = \left( \sum_{i \in N} \text{cc}(i) \right) \cdot \text{min}(\hat{T}(i)) + \text{RCC}_{\text{unutilized}}
\]

\[
\Rightarrow \sum_{i \in N} \text{rcc}(i) = \text{min}(\hat{T}(i)) + \text{RCC}_{\text{unutilized}} \sum_{i \in N} \text{cc}(i)
\]

\[
\Rightarrow \text{T}^*(G(N, A)) = \text{min}(\hat{T}(i)) + \text{RCC}_{\text{unutilized}} \sum_{i \in N} \text{cc}(i)
\]

Since both \( \text{RCC}_{\text{unutilized}} \) and \( \sum_{i \in N} \text{cc}(i) \) are larger than zero, \( \text{T}^*(G(N, A)) > \text{min}(\hat{T}(i)) \) is valid and lemma 2 is established.

In order to maximize \( \text{min}(\hat{T}(i)) \), \( \text{RCC}_{\text{unutilized}} \) needs to be minimized. One primary cause of \( \text{RCC}_{\text{unutilized}} \) is output current limits (i.e., limits on the number of units of
In the next section, we will derive how to find the optimal (maximal) system operation time even with output current constraints, a quantity that we name $\hat{T}(G(N,A))$, where $\hat{T}(G(N,A)) = \max(\min(T(i)))$.

IV. NAIVE SOLUTION FOR $\hat{T}$

In practice, the battery or power source of a robot has an output current limit. We use $B'(i)$ to represent this output limit for each robot $i$. We use the simple example in Figure 1 to study our power sharing problem model with output current constraints.

![Diagram of power sharing with output current constraints](image)

**Fig. 1:** A Simple Example for Illustrating Power Share with Output Current Constraints.

In Figure 1, $rcc(i)$ and $cc(i)$ are given, and, according to our previous research in [5], we can calculate $b^*(i)$ using Eq. (14), where $b^*(i)$ stands for the supply or demand of module $i$ in order to reach $T^*(G(N,A))$.

$$b^*(i) = rcc(i) - cc(i) \cdot T^*(G(N,A)), \quad i \in N.$$  \hspace{1cm} (14)

Here we use $b^*(i)$ (calculated in Eq. 15) to represent the average number of units of power that need to be shared per unit of time by module $i$ in order to reach $T^*(G(N,A))$.

$$b^*(i) = \frac{b^*(i)}{T^*(G(N,A))}, \quad i \in N.$$  \hspace{1cm} (15)

Assume the output current constraint for each module in this system is 50 units: $B'(i) = 50, \forall i \in N$. In Figure 1, since $b^*(0) > B'(0)$, $b^*(0)$ will be clamped to $B'(0)$, which will result in $n2$ and $n3$ running out of power before $n0$ donates its full amount of power. This will also cause $T(i) \neq T(j), \exists i,j \in N$.

Here we can make use of lemma 1 and 2 by fully utilizing $n0$'s saturated donation to reduce $RCC_{\text{unutilized}}$ and also attempt to make $T(1) = T(2) = T(3)$. This leads to the system of equations in (16):

$$\begin{align*}
T(1) &= T(2) \Rightarrow \frac{500}{100 + x} = \frac{300}{100 + y} \\
T(2) &= T(3) \Rightarrow \frac{300}{100 + y} = \frac{200}{100 + z} \\
50 + x + y + z &= 0.
\end{align*}$$  \hspace{1cm} (16)

Solving this system of equations produces $x = 25, y = -25, z = -50$. If no current constraints existed, $n1$ would not have to donate any power; however, with the constraints, $n1$ has to act as a small donor in order to reach $\hat{T}(G(N,A))$.

It’s easy to use this naive solution to solve $\hat{T}(G(N,A))$ for a small-scale system. However, as the number of nodes in the system (number of robots) increases, this algorithm quickly becomes impractical (as does acquiring $b(i)$ for each node). In self-reconfigurable and modular robotics, we are often interested in large-scale systems. Thus, it is essential to find a more practical and scalable algorithm to solve $\hat{T}(G(N,A))$.

V. $\hat{T}$ ALGORITHM

From the previous simple example, we see that if we rearrange the $cc(i)$, we should be able to equalize each robot’s operation time except for the robot $i$ with $b^*(i) > B'(i)$. This leads to the Centralized $\hat{T}$ Algorithm (Algorithm 1).

A. Centralized $\hat{T}$ Algorithm

**Algorithm 1:** Centralized $\hat{T}$ Algorithm

**Input:** $G(N,A), rcc(i), cc(i), B'(i), \forall i \in N$

**Output:** $\hat{T}(G(N,A))$

1. $\text{nodes} \leftarrow \text{make-priority-queue(make-node(initial-state[G(N,A)])})$

2. while $T(\text{nodes[front]}) - T(\text{nodes[back]}) > \epsilon$

3. $b'(\text{front} \rightarrow \text{back}) = cc(\text{nodes[back]}) - rcc(\text{nodes[back]}) \cdot cc(\text{nodes[back] - 1})$

4. if $B'(\text{nodes[front]}) > (b'(\text{front} \rightarrow \text{back}) + 1)$

5. $cc(\text{nodes[front]}) \leftarrow cc(\text{nodes[front]}) + b'(\text{front} \rightarrow \text{back}) + 1$

6. $B'(\text{nodes[front]}) \leftarrow B'(\text{nodes[front]}) - b'(\text{front} \rightarrow \text{back}) - 1$

7. $cc(\text{nodes[back]}) \leftarrow cc(\text{nodes[back]}) - b'(\text{front} \rightarrow \text{back}) - 1$

8. else if $B'(\text{nodes[front]}) <= (b'(\text{front} \rightarrow \text{back}) + 1)$

9. $cc(\text{nodes[front]}) \leftarrow cc(\text{nodes[front]}) + B'(\text{nodes[front]})$

10. $B'(\text{nodes[front]}) = 0$

11. $cc(\text{nodes[back]}) \leftarrow cc(\text{nodes[back]}) - B'(\text{nodes[front]})$

12. Remove-Front(nodes)

13. update-priority-queue(nodes)

14. return $T(\text{nodes[front]})$

In Algorithm 1, $b'(\text{front} \rightarrow \text{back})$ stands for the number of units of power shared from $\text{nodes[front]}$ to $\text{nodes[back]}$ per unit of time and the equation in line 3 is derived from equation (17).

$$\frac{cc(\text{nodes[back]}) - b'(\text{front} \rightarrow \text{back})}{cc(\text{nodes[back] - 1})} = \frac{rcc(\text{nodes[back] - 1})}{cc(\text{nodes[back] - 1})}.$$  \hspace{1cm} (17)

The basic idea of Algorithm 1 is to make a priority queue ordered by $T(i), i \in N$ (in descending order) and always move power from $\text{nodes[front]}$ to $\text{nodes[back]}$. Meanwhile, $B'(\text{front})$ is monitored to see if $\text{nodes[front]}$ is saturated.
B. Distributed $\hat{T}$ Algorithm

Algorithm 2, presented below, is a distributed version of Algorithm 1. The basic idea is similar to the centralized one, but each node only knows its neighbors’ information. Firstly, each node makes a priority queue named “cell” which consists of itself and its neighbors ordered (descending) by its operation time as shown in line 2. After “cell” is created, the node with the longest operation time and the positive $B'$ value is selected to share power to the node with the shortest operation time, (i.e. cell[back]). These steps are shown in line 3 and lines 5-9. After the power sharing steps, the operation time of each node and the order in the cell are updated as shown in line 10 and 11. Lines 6-12 are repeated until the condition in line 5 is satisfied.

Although the returned value is not $\hat{T}(G(N, A))$, the final goal and the most desirable $b'$ are obtained as shown in lines 14 and 16.

**Algorithm 2: Distributed $\hat{T}$ Algorithm**

```
1 For each node $i$,
2   Input: $rcc(i)$, $cc(i)$, $B'(i)$, $rcc(j)$, $cc(j)$, $B'(j)$, $\forall j \in$ neighbor of node $i$
3   Output: $b'(i)$
4 cell ← make-priority-queue(node $i$ and node $j$)
5   descending ordered by $T(k), \forall k \in$ node in the cell
6 donor ← find-longest-time-with-positive-B'(cell)
7 $B'(i)_{original} ← B'(i)$
8 while $(T(donor) - T(cell[back])) > \epsilon$ do
9   $cc(donor) ← cc(donor) + 1$ unit
10  $B'(donor) ← B'(donor) - 1$ unit
11  $cc(cell[back]) ← cc(cell[back]) - 1$ unit
12  $B'(cell[back]) ← B'(cell[back]) + 1$ unit
13  update-operation-time(cell)
14  update-priority-queue(cell)
15  donor ← find-longest-time-with-positive-B'(cell)
16 if $B'(i) == 0$ then
17   return $b'(i) = B'(i)_{original}$
18 else
19   return $b'(i) = B'(i)_{original} - B'(i)$
```

VI. SIMULATION AND EVALUATION

To verify our algorithm and evaluate its scalability, we created a number of different networks of various sizes and initialized them with random $rcc(i)$, $cc(i)$ and $B'(i)$ values for each node $i$. We then ran both Algorithm 1 and Algorithm 2 on them. Figure 2 shows some examples of these networks of increasing scale and complexity, while Figure 3 plots the average and standard deviation of $\hat{T}(G(N, A))$ on increasingly complex networks. Except for the nodes with saturated $B'$ values, the standard deviations of $\hat{T}(G(N, A))$ for all of the test cases were very close to zero, which justifies our theories.

Finally, Figure 4 provides a visualization of the convergence of the proposed $\hat{T}$ algorithm on a configuration of 100 SuperBot modules in the ReBots self-reconfigurable robot simulator [13]. $rcc(i)$, $cc(i)$, and $B'(i)$ were again randomly chosen for each node $i$. The color of each SuperBot module $i$ indicates how close the operation time of that module (the current estimate of its $\hat{T}(i)$) is to the theoretical maximum operation time of the system ($T^*$). The green component of the color is $\frac{\hat{T}(i)}{T^*}$, while the red component of the color is $1 - \frac{\hat{T}(i)}{T^*}$. Thus, a completely red module has 0 remaining operation time, a completely green module has an operation time of $T^*$ (or more), and all other modules have some mixture of red and green colors. As expected, at the beginning of the simulation (Figure 4 (left)), the modules had very different initial estimates of $\hat{T}(i)$. After the proposed $T$ algorithm was performed, however (Figure 4 (right)), the estimates of $\hat{T}$ became very close together for non-saturated modules (those whose $b'(i) \leq B'(i)$). Figure 4 (middle) shows an intermediate stage of the algorithm (approximately halfway through its execution). The variance of the non-saturated nodes after the algorithm converged in this example was 0.01.

VII. CONCLUSION

This paper proposed both centralized and distributed algorithms to estimate $\hat{T}(G(N, A))$, the globally maximal operation time (MOT) of a system of modular or self-reconfigurable robots given a set of constraints on the amount of power that each module is able to share at any given time step. The algorithms were derived analytically and validated in large-scale numerical simulations.

Deriving an algorithm to obtain $\hat{T}(G(N, A))$ is an important milestone, as it provides a method to transform the network from one with unbalanced supplies and demands into a network whose supplies and demands meet the balance conditions necessary to utilize minimum cost flow algorithms. This also provides an opportunity to apply wireless power optimization [14].
The $\hat{T}$ algorithm provides a good estimate of the resource budget of each node in the network. However, as the network size increases, the distance between each robot (node) becomes an increasingly important issue for resource planning: the longer the path between two nodes sharing power, the more power will potentially be lost during sharing. In future work, we will incorporate path loss into our model and attempt to determine optimal power sharing routes between nodes (e.g., by using minimum cost flow algorithms to find minimal cost routes).
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